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Abstract

This thesis researches methods of generating accurate and realistic polygonal terrain

models by reducing gridded sampled terrain elevation data such as DMA DTED. The

terrain models generated should be applicable for use in flight simulators and other systems.

Existing methods of terrain modeling are discussed, and limitations of these systems are

presented.

The geostatistical estimation technique known as kriging is presented as a method

of estimating terrain elevations at locations not provided in DMA DTED or other gridded

terrain elevation elevation data. Kriging is an optimal interpolation method based on

statistical analysis of the data. It also provides a measure of accuracy, the error variance,

that allows some control over the accuracy of the resulting terrain model.

This estimation method is employed in a terrain modeling system that builds polygo-

nal terrain models at any resolution. This system is described in this thesis, and the results

of terrain modeled both by filtering the DMA DTED and by estimating elevations with

kriging are presented. The technique as implemented is computationally very expensive

and has therefore limited the results of this thesis effort. Also, terrain models that could

be produced appeared smoother than their filtered counterparts. Iowever, kriging still

shows promise as a method of estimating terrain elevations for terrain models.
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TIlE APPLICATION OF STATISTICAL

ESTIMATION TECHNIQUES TO

TERRAIN MODELING

L Introduction

The primary purpose of this thesis is to develop and evaluate methods to reduce dense

terrain elevation data in order to generate accurate and realistic polygonal terrain models

for use in flight simulators and other systems. The methods developed are emplqyed in

a terrain modeling system that provides polygonal terrain models at any resolution, not

only at resolutions obtained from sampling the original gridded data. These methods also

iovide a measure of accuracy of the resulting polygonal model as compared to the original

elevation data. These modeling methods use a geostatistical technique known as kriging

to estimate elevation values at locations that may not have been sampled. Kriging is an

optimal interpolation tiethod based on statistical analysis of the data. This first chapter

briefly covers the motivation for this research and provides the problem statement and

approach for this thesis. Definitions, research objectives, and the scope, limitations, and

organization of the thesis are also presented.

1.1 Motivation

As the cost of pilot training increases, there is a continuing effort by many in the

aerospace community to develop new and innovative ways to train pilots. Flight simulators

provide this type of training. A, hiough not designed to replace actual training time in the

aircraft, flight simulators are a valuable training substitute that can enhance pilot training

in a cost effective way (52)(49).

One approach to flight simulator development is to use expensive, special-purpose,

high-performance (and usually proprietary) computer systems designed specifically for

flight simulators; in fact, several commercial flight simulator developers use such an ap-

proach (15)(27:733-4)(15). Another approach is to use relatively inexpensive general pur-

pose graphics workstations to drive the simulator display. The Air Force Institute of

VI



Technology (AFIT) has taken this approach, developing a practical and inexpensive flight

simulator using a Silicon Graphics workstation driving a display system known as a head-

mounted display (IIMD) (39)(16). There is also a current effort to develop an object-

oriented flight simulator for the Silicon Graphics 4D series graphics workstations to drive

a similar IIMD (43)(35)(3).

The-second approach discussed above, with its cost advantages, requires that cer-

tain compromises be made. One such compromise is between the realism and accuracy of

the images rendered by the flight simulator and the image update rate. General purpose

graphics workstations usually generate images based upon a polygonal model of the en-

vironment in which the simulator is flying, and the way in which this model is generated

directly affects both the image realism and accuracy and the image update rate. The

realism perceived in an image is usually measured by the amount of detail contained in

the model used to generate the image. This measure is usually a function of the density

of polygons in that model, as each singularly colored polygon provides a single "bit" of

information to the image (31:13). Therefore, the more polygons used to generate a model,

the more realistic an image rendered from that model is felt to be. On the other hand,

the image update rate is constrained by a similar measure, that of the number of polygons

rendered for each scene. A less complex the model usually yields a higher update rate. A

direct but inverse relationship is therefore apparent between the realism and accuracy of

an image and the image update rate. The mnodel used by the flight simulator to generate

images must contain enough detail to infer to the user that the environment is real, but

if the model is too complex, the workstations may not be able to generate images and

update the flight simulator display fast enough to relay the impression of unconstrained

flight (52)(34)(20).

In most flight simulators, rendering the terrain model over which the pilot flies is one

of the most time-intensive steps; therefore, many flight simulators reduce the complexity

of the terrain model to improve performance (31)(52). Many terrain modeling systems

base their terrain models upon the Defense Mapping Agency's (DMA's) Digital Terrain

Elevation Data (DTED) (20)(50)(34)(40). A detailed polygonal terrain model built directly

from a one degree by one degree cell of DMA DTED could require 2,880,000 triangular

1-2
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polygons to model. Typical flight simulators may need to render polygons from many

such cells for each image generated, and many such images may need to be generated each

second to provide the illusion of smooth flight. Therefore, a terrain modeling technique

is needed that can sufficiently reduce the complexity of sampled terrain elevation data,

allowing a flight simulator to maintain a reasonable update rate, while preserving much of

the realism and accuracy inherent in the original terrain database. Although progress has

been made toward developing such a technique, models used in real-time applications often

sacrifice realism for efficiency, and the most realistic models may take hours to compute a

single scene (26:263).

Traditional methods of reducing the terrain model complexity usually rely on filtering

or sampling the original gridded terrain elevation data to produce a coarser grid. There

is no guarantee that, for any given DTED cell, these techniques preserve enough detail

to produce a realistic image. Neither is there any measure of the accuracy of the terrain

model obtained by using these techniques. Additionally, when a gridded terrain model

is generated by sampling the original terrain elevation database, the finest adjustment to

the model's resolution is in increments of the spacing between the original samples in that

database. Therefore, the number of polygons in the resulting model may not provide the

best performance for a given flight simulator.

1.2 Problem Statement

A method is needed to reduce the complexity of dense terrain elevation data such

that accurate and realistic terrain models can be built.

1.3 Approach

This thesis explores the possibility of using the geostatistical estimation method

known as kriging to reduce the complexity of dense terrain elevation data for the purpose

of terrain modeling.

Kriging is an optimal interpolation or estimation method that provides a best, un-

biased, linear estimate of the value of a regionalized variable at any position based solely
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on sampled data from- the vicinity of the point being estimated. "Best" in this context

refers to the estimate with minimum error variance. Compared to other interpolation or

convolution methods, kriging should provide a more accurate estimation of the elevation

of the terrain surface at any unsampled point. This should allow accurate and realistic

terrain models to be generated at any resolution, even at resolutions not directly corre-

sponding with the sp~cing of the original grid. It should also provide an optimal method

of estimating elevations over a regular grid from from non-gridded terrain elevation data.

Additionally, the error variance can-be used as a measure of accuracy of any resulting

model. These mechanisms should provide a fine level of control over the accuracy, realism,

and complexity of any terrain model being generated.

1.4 Definitions

The following terms are used extensively in this thesis. These definitions are provided

to ensure their consistent use throughout the thesis.

Accurate and Realistic Terrain Models. The goal of this thesis is to produce accurate

and realistic terrain models from terrain elevation oata. Accuracy and realism are closely

related terms. However, the term accurate will be used in conjunction with a measure of

accuracy - a terrain model is only judged as accurate if there is a quantitative measure

of its accuracy and if that measure indicates that the model is indeed accurate. On the

other hand, realism is defined by this thesis as a subjective quality of a terrain model; it is

measured by the "goodness" of the images produced from the models and how closely these

images resemble the actual terrain as represented by the unmodified terrain elevation data

(or the user's impression of the actual terrain). As discussed above, this quality measure

is closely related to the amount of detail in the terrain model; detail relates to the features

present in the original terrain elevation data (cliffs, peaks, gorges, etc.) that are retained

by the model. Therefore, this thesis does not define detail as strictly based on the polygon

density, but a higher polygon density usually yields more detail.

Resolution. A gridded terrain model is a model whose polygon vertices lie in a regular

gridded pattern with respect to the x and y directions. Resolution, therefore, is the number

1-4
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of such vertices in one direction with respect to the total length of the model in that

direction. As discussed earlier, gridded terrain models are easily constructed from gridded

-elevation data; therefore, the resolution of the terrain model and the resolution of the

gridded data from which it is extracted are terms that are used interchangeably in this

thesis.

Complexity. A goal of this thesis is to reduce a volume of terrain elevation data

such as DTED to create less complex but accurate and realistic terrain models. As the

resolution of a polygonal terrain model is directly related to the resolution of the original

ele',tion data, this data must be reduced in some fashion. Reduction refers to the process

of caaracte'Azing a volume of data by a single value and replacing that volume with the new

value. This process reduces the complexity of the original elevation data by reducing its

volume and density. If a reduced value correctly characterizes the area that it is based on

(as is desired with kriging), the complexity of the resulting terrain model can be reduced

while maintaining the accuracy and realism of the original data.

1.5 Rescarch Objectives and Scope

The research objectives of this thesis are as follows:

9 To implement a terrain modeling system that generates a polygonal terrain model

based upon filtering gridded DMA DTED data at regular intervals. The terrain

models generated by any tool resulting from this research will be used by systems

using Brunderman's Graphical Database Management System (GDMS)(3), includ-

ing Brunderman's Database Generation System (DBGen) (3)(35), Simpson's object-

oriented flight simulator (43), and Gerken's Battlefield Management System (18).

As support for rendering models in multiple-levels-of-detail is desired in these sys-

tems (35), another objective of this thesis is to model the terrain in such a way to

support this rendering method. Terrain models built from the four DMA DTED

cells listed in Table 1.1 (hereafter referred to as the DTED Test Cells) are used to

evaluate the performance of this terrain modeling system.

1-5
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DTED test cell #1 360 N X 1130 W (Grand Canyon)
DTED, test cell #2 36* N x 118* W (Death Valley)
DTED test~cell #3 380 N x 1210 W (Sierra Nevada)
DTED test cell #4 370 N x 123' W (San Francisco Bay)

Table 1.1. DTED Test Cells (Latitude & Longitude Correspond to SouthwesLCorner of
Cell)

" To show the applicability of kriging as a technique to estimate terrain elevations
based on denseterrain elevation data. Kriging was first developed to estimate various

characteristics of naturally occurring ore reserves, (10), and the similarity between

subterranean formations and the terrain surface itself are obvious; the terrain surface

can be simply considered another geological surface. However, some analysis of the

technique as it applies to terrain surfaces is needed to ensure there are no peculiarities

in this application. Also, the specific procedures for the structurai analysis and the

kriging processeb as they apply to terrain surfaces need to be developed.

" To show that the kriging procedures developed for reducing terrain elevation data

produce accurate and realistic polygonal t( -ain models from DMA DTED and to

determine the applicability of the error vat nce as a measure of accuracy of such

models. Subjective measures such as the "goodness" of the images generated from

the terrain model are used to determine kriging's acceptability. This technique is

also evaluated using terrain models built from the four DTED Test Cells listed in

Table 1.1.

" To implement these techniques in the terrain modeling system described in the first

objective in order to create a robust terrain modeling system for flight simulators.

Any resulting model is subjectively evaluated according to the quality of the model

produced, the ease of its construction, and the effect and intuitiveness of its control-

ling parameters.

1.6 Limitations

The following is a list of limitations for this thesis:
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* This thesis is not concerned with developing methods to render the terrain models

in real time, as the terrain models built will be tested using the systems that use

Brunderman's GDMS (3).

* Correspondingly, this thesis is not concerned with the accuracy desired for a specific

system using the terrain model, nor is it concerned with the resolution necessary for

that system's optimum performance. This thesis is simply concerned with develop-

ing tools to allows the creation of appropriate terrain models as determined by the

requirements of the different systems.

* As model building for flight simulators is usually accomplished in a preprocessing

step before the flight simulator is used, immediate turn-around is not required of the

modeling system. lowever, excessively long turn-around times cannot be tolerated

due to the limited development time for this thesis.

@ The DMA DTED cells that are used in this thesis are defined to be 1 degree longitude

by 1 degree latitude quadrangles with elevation posts every 3 arc seconds of longitude

or latitude. Depending on the actual latitude, an arc second of longitude can vary

tremendously in actual size, causing variations in the regularity of the elevation posts.

lowever, this thesis assumes that, for the quadrangles used, all elevation posts are

regularly spaced.

* Any subsystem in this terrain modeling system should handle data that may be either

regularly gridded or not; however, the final resulting terrain model will be composed

of regularly gridded polygons.

e Finally, as kriging is a stochastic estimation technique, this thesis does not attempt

to prove that kriging is the best such technique for reducing dense terrain elevation

data. lowever, some justification for its application to terrain modeling is provided

in Chapter Ill.

1.7 Organization

This thesis is organized into five chapters and five appendices. Chapter II surveys

terrain modeling and kriging literature and presents the basic equations involved in kriging.
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Chapter III-covers the mathematical development of the kriging methods needed specif-

ically for terrain modeling, while Chapter IV covers the implementation of the system

used generate terrain models based on the kriging techniques. Chapter V presents the

results of this effort and Chapter VI presents conclusions drawn from these results. Ap-

pendix A presents further development of the kriging equations from Chapter II. Ap-

pendix B presents histograms of various DTED cells, while Appendix C presents vari-

ograms generated for these same DTED cefls, both in support of Chapter III. Appendix D

is the User's Manual and Unix man pages for the terrain modeling system. Appendix E

describes the .pts file format used by the terrain modeling system developed by this thesis

effort.
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IL Background on Terrain Modeling and Kriging

A survey-of current literature reveals several methods used to generate polygonal-

based terrain models specifically for use in flight simulators and other terrain imaging

systems. However, the general field of terrain modeling is active, as people in the com-

puter graphics community are continually developing more advanced techniques for such

modeling. This chapter reviews both the popular and the state-of-the-art terrain modeling

methods in support of developing a statistically-based method for terrain modeling based

upon kriging. Kriging is a geostatistical technique traditionally used to estimate ore grades

and surfaces from sampled data. Kriging is applied in this thesis to a similar problem, that

of estimating terrain elevation values at unsampled locations based on sampled elevation

data. As there is little literature on the application of kriging to such analysis and process-

ing of terrain elevation data, this chapter also presents a general overview of the kriging

principles to support the development of the kriging methods in Chapter Hl1.

2.1 Terrain Modeling For Flight Simulators

2.1.1 Terrain Model Sources. Most terrain models for flight simulation are based on

some form of a terrain elevation database that provides discrete elevation data across spe-

cific areas (20)(50)(34)(40). Several organizations, including the Defense Mapping Agency

(DMA), provide basic terrain elevation data in digital form (14)(13). DMA provides this

data through a product known as Digital Terrain Elevation Data (DTED). DMA DTED

provides the basic quantitative terrain data for all military training, planning, and oper-

ating systems that require terrain elevation, slope, and/or surface roughness information

(1:262). DMA produces two types of DTED, Level 1 and Level 2. Either level provides

gridded elevation data partitioned into quadrangles (or cells) of 1 degree latitude by 1

degree longitude; these cells do not overlap whole integer latitudes and longitudes. Within

these cells, tt :rain elevation in meters is provided for specific elevation posts, with the

location of these posts being defined as the intersection of the rows and columns of a

regular grid overlaying the cells. Level 1 DTED provides elevation data with a minimum

post spacing of three arc seconds of latitude or longitude for most cells; Level 2 DTED
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ZoneJ Latitude Level 1 DTED, Level 2 DTEDlat x long lat x long- I

I 0° - 50 N-S 3 x 3 seconds I x 1 seconds
11 501 - 70* N-S 3 x 6 seconds 1X2 seconds

III j700 - 75' N-S 3 X 9 seconds x ×3 seconds

IV 750- 80' N-S 3 x 12 seconds 1 x 4 seconds
V 800 - 90 " N-S 3 x 18 seconds x 6seconds

Table 2.1. DMA DTED Post Intervals

provides this data with a one arc second minimum post spacing, but is only available for

limited areas of the world. The actual spacing varies according to the the cell's latitude

as defined in Table 2.1 (note that all values in seconds are in terms of arc measure). In

general, the DTED Level 1 post spacing is roughly 100 meters for any cells, while DTED

Level 2 maintains a post spacing of approximately 30 meters. DTED does not take into

account the height of any vegetation or other cultural features (1). Additional information

on DMA DTED is contained in (14) and (13).

2.1.2 Terrain Modeling Techniques.

2.1.2.1 Simple Polygonal Modeling. As one of the most readily available grid-

(led terrain elevation databases available, DTED is a convenient source of terrain ele-

vation data that can be a basis for a reasonably accurate and realistic terrain model

(,40)(52)(23)(31)(34). Polygonal models can easily be generated from this data because it

is regularly gridded. Triangular polygons can be constructed from such data by connecting

the corners of each grid cell and diagonally bisecting the resulting rectangle with a fifth

edge (40:6)(6)(34)(42). Since any three points in three-space must be co-planar, the use

of triangular polygons also ensures that the resulting polygons are planar; many renlering

algoithms require planar polygons in order to render the model quickly (40:3)(23:15).

As discussed in Chapter I, simply connecting the data points provided from a source

such as DMA DTED in the fashion described above may create a terrain model much

too complicated to maintain a desirable display update rate. The goal of most flight

simulators or terrain viewers is to display images at a rate comparable to a motion picture
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or real-time animation. Motion pictures use a standard rate of twenty-four frames per

second (34:9)(31:14)(20:43); animation is usually done at 30 frames per second (20:43).

In general, the fastcr the display update rate, the more continuous the motion appears

(31:14). In most systems, this update rate is most directly affected by the~number of

polygons that must be rendered for any scene, and the terrain model is usually a major

source of such polygons (20:43). A polygonal terrain model built directly from one cell of

the DTED could require 2,880,000 triangular polygons, each roughly 100 meters on a side,

if modeled in the fashion described above. The density of the polygons in such a model

has a direct effect on the display update rate for the system; there is therefore a trade-off

between the degree of variation in the terrain model and the speed that the model can be

displayed (52:26).

As most flight simulator systems cannot handle the density of the polygonal descrip-

tions obtained directly from DMA DTED data and maintain the desired update rate, this

trade-off must be considered and the terrain model must be simplified. Therefore, a poly-

gon budget must be adhered to in order to maintain the desired update rate. A polygon

budget refers to the number of polygons that can be rendered without degrading the simu-

lated motion of the user over the terrain model (40:13). As different display systems have

different polygon budgets, the user must select the appropriate polygon density to keep

within their particular polygon budget (40:13). Two methods of creating a terrain model

with a specific polygon density are through terrain elevation data filtering and multiple

levels of detail.

2.1.2.2 Data Filtering Techniques. Data filtering or reduction techniques re-

fer to any process that can qusantify a portion of the elevation data with a single data

point. By dividing the entire terrain database into portions and quantifying each portion

with only one data point, a less complex terrain model can be produced. One such filter-

ing technique is sampling (40)(52)(23:15)(31). This is typically accomplished by selecting

every nth datum in the original grid, with n depending on criteria such as the performance

characteristics of the target system (as reflected by the polygon budget) and the desires of

the designers. This process improves the system's interactive response by increasing the
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image update rate, but it also reduces the visual realism of the images generated from this

model, as much of the detail present in the original terrain elevation database is lost.

Other approaches to filtering complex terrain data include selecting an elevation

for each grid location that is representative of the elevation in that area or interpolating a

value for each grid location from the adjacent elevations (40:6). In most cases, the resulting

mesh of terrain elevations can still be treated as a regular grid. Depending on the criteria

used to select the value for every nth datum, this technique can increase the accuracy and

the degree of variability of the resulting terrain model without much additional overhead

as compared to the strict down-sampling technique reviewed above. lowever, there is

no guarantee that the detail present in the original terrain data is preserved in models

generated with these techniques, and there is also no measure of the accuracy of such

models.

2.1.2.3 Multiple Levels of Detail. The filtering of data as described above

can be used in conjunction with some form of complexity management as defined by Veron

(50:55). One method of complexity management is to generate several models of each

object that is to be rendered by the flight simulator, each with a different level of de-

tail, and to use a model with an appropriate level of detail when rendering the image

(40)(20:49)(50)(27:723,733)(45:2,1). The appropriate model can be selected i. many ways.

One method of choosing the appropriate model is by the area of the screen that the ren-

dered object will occupy, as the amount of time spent on rendering an object should be

proportional to this area (10:2). This implies a less detailed model for objects with smaller

rendered images. Another method is to choose the appropriate model based on the dis-

tance from the viewer to the object; a more distant object should be rendered from a

less-detailed model.

Applying multiple levels of detail also increases the perceived realism of the rendered

scenes, as explained by Kennie:

As an object recedes from a viewer, the object diffuses through several
forms of apparent simplification until it eventually disappears from sight. This
is due to the limited resolution of the eye's optical system and is influenced by
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atmospheric distortion and the shape and texture-of the object... Any image
that is attempting to simulate realism in a spatially deep scene should include
a mechanism to vary the perceived level of detail of an object based on its
distance from the viewer. (27:723)

To apply multiple levels of detail, the terrain model must be divided into sub-cells

that can be handled as individual objects by the flight simulator. Based upon the distance

from the viewer to an object or sub-cell of terrain, or alternately based upon the screen

area that the rendered object or sub-cell occupies, the flight simulator should use an

appropriate model for that object or sub-cell. A less detailed model consisting of fewer

polygons is used for objects or terrain cells that are so distant from the viewer or that are

so small relative to the total screen area that most detail cannot be perceived. A specific

level of detail model for a particular object can be provided by either storing multiple

versions of the object in a database or by instantiating the object at a selected level of

detail with procedural modeling (40:11). Additional memory overhead, disk space and

preparation time may be needed to use models with multiple levels of detail, but the result

can improve simulator performance and maintain both the interactive responsiveness of

the system and the realism of the images rendered (20)(50). lowever, this technique still

provides no measure of accuracy of the resulting terrain model.

2.1.2.4 Other Techniques. Several flight simulator systems use various other

techniques to produce acceptable terrain models from terrain elevation databases. Veron

uses a Laplacian filter on the original elevation data to detect significant features in terrain;

these features dictate areas where greater polygon density is needed to properly model the

terrain (50:31). Other techniques analyze the elevation data and select terrain points that

are local elevation minimums or maximums. However, either of these techniques can result

in a pattern of elevation points that may not be efficiently repiesented by a regular grid, and

a polygonal model is more difficult to produce from such irregular data. Various methods,

such as Delauney triangularization, and radial-sweep algorithms (33)(22), have been used

to generate a triangular irregular network (TIN) from irregular data. Such methods could

provide a basis for building a polygonal terrain description of the irregular terrain data;

however, these methods are beyond the scope of this thesis.
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2.1.3 General Terrain Modeling. There are several other methods in the current

literature that discuss terrain modeling such that the resulting models are visually pleasing.

The primary purpose of these methods, however, is not to create realistic and efficient ter-

rain models but to create models that simply appear realistic without regard to complexity.

Two of these methods are fractals and erosion models.

Fractal techniques can generate complex detail by amplifying a small database of

structural or statistical primitives (44)(37)(32). The name database amplificaton refers

to the generation of controlled random detail from a fairly sparse description (44). Using

this recursive method, a terrain elevation database can be amplified to almost any degree,

effectively creating different levels of detail. However, these methods introduce detail

through the use of a Gaussian random variable, which may produce a visually realistic

image but not necessarily an accurate image (32). Szeiski (46) introduces a method of

constraining fractals using splines, forcing the randomness of tie fractals to generally

follow the path defined by an underlying spline. However, this method does not ensure the

accuracy of the interpolated data.

A method of modeling terrain based on the effects of stream erosion has also been

proposed, amplifying the terrain elevation database using empirical erosion models from

geomorphology (26). A tributary model must be extracted from the elevation database,

and by increasing or decreasing the number of tributaries in this model, varying levels of

detail may be generated. Although this method generates a realistic terrain model based

on the laws of nature that formed the actual terrain, it does not provide a reasonable way

to measure the accuracy of any resulting model.

2.1.4 Summary This section has reviewed current literature on various methods

of terrain modeling. Popular methods for flight simulator terrain modeling and advanced

terrain modeling techniques were covered. Multiple levels of detail models using terrain

models based on filtered DTED is the most comprehensive method for modeling terrain

for flight simulators. However, there is no technique to finely control the resolutions of

the different levels of detail, as may be necessary to achieve maxmmam performance. Addi-

tionally, no method referenced provides any quantitative weasure of .. curacy of the model
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generated based on the original data. A stochastic method of generating specific levels of

detail, such as kriging (as described in the next section) would provide both fine control

of resolution and a quantit k e measure of accuracy.

2.2 Kiging

Kriging is a geostatistical process for estimatipg various spatial properties of a re-

gionalized variable. It is a method for estimating and fitting a continuous surface to a set

of sample values taken from the true surface of a regionalized variable. Kriging is an opti-

mal interpolation method based on a structural analysis of the sampled data set (10:239).

Kriging should be useful in constructing terrain models in that it can provide an optimal

estimate of the terrainpeleation at any point along with a measure of that estimate's ac-

curacy. lowever, there has been little use of kriging outside the geostatistical fields, and

literature on its application to terrain modeling is limited. Therefore, this background

section covers the origin and the basic principles of kriging as described in geostatistical

literature.

2.2.1 Origin of Kriging. In order to understand kriging, a basic understanding of

the field of geostatistics is necessary. Geostatistics is a term applied to the special branch of

applied statistics originally developed by Georges Matheron (12:239). Matheron (29:1246)

defines geostatistics as the study of the distribution in space of useful values for mining

engineers and geologists; such useful values inlade grade, thickness, and accumulation. It

is also concerned with the practical application of these distributions to problems arising

in ore-deposit evaluations.

In 1951, D. G. Krige, a South African mining engineer, advocated the use of a statis.
tical regression technique to estimate ore properties. This technique exploited the spatial

correlation of the core samples' grades and the overall block grade while using a simple

weighted averaging technique to estimate the ore grade within the block (10:245)(24:563).

lie proposed that the core samples on the periphery of the unknown site (in its neighbor-

hood) be given equal weight, while all other samples not be considered at all (be given

zero weight) (10:245). Although not kriging as we know it today, Krige's methods did
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provide the basis he and others later expanded upon to establish the modern geostatistical

methods.

In 1962 and 1963, Georges Matheron, a French engineer of the Corps des Mines,

published the first complete accounts of the theory of kriging (11:70)(10:246). Matheron

also advanced the theory by avocating that weights used in the estimation process should

be based upon the covariances within the ore grade as defined by the actual sampled

data (10:244). Matheron's work established the term "geostatistics" as meaning "geosta-

tistical ore reserve estimation" (11:70). Although he did not coin the name krioing for this

method, Matheron did bring it into common usage in Anglo-Saxon mining terminology

(10:240). His work lead directly to the technique known today as block kriging, this and

other variations of kriging are covered later in this chapter.

Since Matheron's original work, kriging has gained wide acceptance in most French

mining operations while only slowly reaching the rest of the world. According to David,

by 1977 "over two hundred deposits [had) been successfully estimated using this method,

including many different types of mineralization" (11:70). The French Atomic Energy Com-

mission, the Italian Uranium Branch, and private uranium mining interests in the United

States have successfully used kriging to prospect for uranium deposits; even the oil indus-

try has applied the technique successfully (11:70-71). ' any other fields besides geology

have successfully used kriging or variations thereof to analyze and estimate spatial prop-

erties based on sampled data. Forestry, physics, plant and animal breeding, soil science,

crop science, and epidemiology have all found use of this technique in some form (10:249-

50)(8:405-6). Htowever, the specific techniques applied in these various areas were often

developed independently. A variation of kriging has even been used to predict the move-

ments of enemy aircraft based on known radar measurements during World War II (1G:250).

More recently, research at the United States Air Force Institute of Technology (AFIT) used
kriging to analyze satellite imagery (30), to compress various data sets such as three dimen-
sional Magnetic Resonance Imaging (MRI) data (2), and in the analysis of anthropometric

data to help improve the design of flight equipment (19).

2.2.2 Definition of Kriging. According to Cressie,
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Geostatistics... is concerned with a particular class of problems whose data
can be modeled according to the stochastic process

{Z(s) : s E D)

The multivariate datum Z(s) is observed at spatial location s which varies
continuously over D, a subset of two- or three-dimensional space R2 or R3 .
Data locations {si : i = 1,., n} are assumed known and... Z(.) is assumed to
be real valued. On occasion, this form of stochastic process [Z(s)] has been
called a regionalized variable to emphasize its continuous spatial index. (8:406)

The concept of a regionalized variable (ReV) is explained by Davis as follows:

[A regionalized variable] has properties intermediate between a truly ran-
dom variable and one completely deterministic. Typical regionalized variables
are functions describing natural phenomena that have geographic distributions,
such as the elevation of the ground surface, changes of grade within an ore body,
or the spontaneous electrical potential measured in a well by a logging tool.
Unlike random variables, regionalized variables have continuity from point to
point, but the changes in the variable are so complex that they cannot be
described by any tractable deterministic function.(12:239)

D. G. Krige defines kriging as "the name given by Matheron to: the multiple regres-

sion procedure for arriving at the best linear unbiased (predictor] or best linear weighted

moving average (predictor] of the ore grade of an ore block (of any size) by assigning an

optimum set of weights to all the available and relevant data inside and outside the ore

block" (10:240). Matheron further defines kriging to be the probabilistic process of ob-

taining the best linear unbiased estimator of an unknown variable (24:563); with "best"

meaning having the smallest estimation variance (5:104). Cressie (8:406) defines kriging as

a method of predicting the value of a regionalized variable Z(s,) at an unsampled location

s, based solely upon univariate sample data {Z(,) : i = 1,..., n}. This definition of kriging

allows it to be applied to regionalized variables of any dimension, but for the purposes of

this thesis, a two dimensional sample area (spatial data) is assumed. This technique call be

extended to a surface fitting technique by predicting Z(s,) at all unsampled locations S. in

order to produce an estimated surface. It is important to note that kriging is not a filtering

or estimation technique where the goal is to predict a noiseless version of Z(So) (10:241);

neither is it a database amplification technique as are fractal methods (44)(26)(37)(32).
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Many other estimation techniques, including forms of interpolation, trend analysis,

and moving averages, would also estimate Z(s,) with varying degrees of accuracy (36)(41).

However, a tremendous amount of support exists for the practical application of kriging in

problems such as surface estimation due to its widespread use in mining. A. G. Journel,

a leading proponent of kriging, states "there is a long, hard way between a concept...

and its implementation and routine application... The main contribution of geostatistics

has been and still is implementation, an essential follow-up step much too often forsaken

by theoreticians" (25). Other advantages of kriging include the fact that kriging is an

exact interpolator; that is, the estimate provided by kriging at any known sample point

is that sampled value exactly. Kriging also provides an inherent measure of the error or

uncertainty of the contoured surface in the form of an error variance (12:383)(9:199).

Although kriging originally involved linear predictors, its name has since been used

to refer to other methods that provide optimal nonlinear spatial predictors of a regionalized

variable (10:240). These techniques are beyond the scope of this research.

2.2.3 Kriging Equations. The followi,., brief development of ordinary kriging is

adapted mostly from Journel (25) and Davis (12) (the notation has been changed to be

consistent with other sources). This description also provides the basis for presenting other

forms of kriging later in this section. A more complete development of these equations is

provided in Appendix A.

The intent of kriging is to predict the value of an unknown property of a regionalized

variable at a particular location using a weighted sum of actual sampled values. Kriging

estimates the unknown quantity Z(so) associated with an unsampled location so using an

estimator Z*(so) that is a weighted average of n sample values Z(si),i = 1,...,n, from

locations s, where Z(si) is known:

Z*($O) = WnZ(s1 ) + W2Z(s 2)" +W3Z(s3)+'... WZ(s8,)

- WZ(si) (2.1)

The weights wi are selected in such a way that Z*(so) yields the best possible unbiased
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estimator for Z(so).,As stated earlier, kriging defines the "best" estimator as the estimator

with the minimum error variance (or estimation variance (12:238)(5:104) or mean-squared

prediction error (10:241)). The general error variance a4 at any estimated point so is given

by Eq (2.2):

Vur[Z(so) - Z*(so)

,,2 -2ZWi,,o+EZwiiaq, (2.2)
i=1 i~j=1

where oa; = Cov[s1,sj], the covariance between points s, and sj; ao = Cov[s,so], the

covariance between points si and the point being estimated so; and a2 = Var[Z], the

variance of the data set.

The unbiasedness condition requires that, on average, the estimates should be equal

to the real value, rather than systematically higher or lower (11:238). This is ensured by

requiring the weights to sum to one:

n

Ewi = 1 (2.3)
i=1

The weights that minimize the error variance can be determined by taking the dif-

ferential of the error variance with respect to the weights and setting each of these partial

derivatives to zero:

8(a2-, = 0, i = 1, ... , n (2.4)Owi

This results in a system of n equations with n unknowns. The unbiasedness condition given

in Eq (2.3) requires the addition of another equation to the system, and the LaGrange

multiplier A is added to sufficiently constrain the system (12:385). The entire system of

equations is shown below:
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W16105 + W12012 + + WnO'ln + A =c

Wl203 + W2a22 + + Wn'2n + A - 020

W1031 + W2a32 + + wn3n + A = 03o (2.5)

+ ... + .. + ... . ...

Wlanl + w3a.2 + .. + Wnann + A = no

wl + W2 + .. + wi = 1

In matrix form, these equations can be represented as:

Aw = B (2.6)

where A, w, and B refer to the following matrices:

ll 012 ... n 1

02l 022 2n 1

A =(2.7)

ani an2 ' • nn 1

1 1 . 1 0

w T= w2 ... w A] (2.8)

B T O a20 " •a.0 (2.9)

To obtain the weights that minimize the error variance, this matrix equation is solved

for w:

w = A-B (2.10)

This can be done once the covariances are known; a function called the senivariance or

semivariogram ultimately provides these covariances (see Section 2.2.7 below). The weights
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obtained by solving this matrix equationcan then be substituted into the original weighted

sum predictor (Eq (2.1)), yielding.an estimate of Z(so) with minimum error variance; the

value of the LaGrange multiplier A can be ignored. The exact error variance at so can also

be computed, using Eq (2.2), to provide a measure of the accuracy of the estimate (12).

In matrix form, this equation is:

S 
2 - T(2.11)

where o2 is the variance of the data set.

Since the final linear estimator Z*(so) is unbiased and considered a best estimate with

respect to the error variance, the estimator is referred to as a best linear unbiased estimator,

or blue, by statisticians (11:237). These equations are also known as the conslrained normal

system of equations or the equations for linear regression under constraints (25:15.16), but

will simply be referred to here as the ordinary kriging equations.

2.2.4 Neighborhoods The system of equations given in 2.5 show that the weights

w, depend on the covariance between the locations of the point s, and the point being

estimated so, not on the values of the function Z at these locations. For a regionalized

variable, the covariance between locations varies inversely with their distance apart; it

therefore follows that nearby samples should have greater weight than farther samples,

with distant samples receiving no weight. This shows that the concept of neighborhoods

or zones of influence is inherent in krigig (11:76). Davis defines a neighborhood in the

following fashion:

For some arbitrary point in space, we can imagine the neighborhood as
a symmetrical interval about the point.., the neighborhood is defined as a
convenient but arbitrary interval within which we are reasonably confident
that all locations are related to one another. (12:240,244)

Generally, sample data from points outside the of neighborhood are not included in the

kriging system of equations. In practice, the size of this neighborhood must be assumed
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2.2.6 Kriging with a Trend. As stated in Section 2.2.5 above, data can violate the

stationarity assumption by either exhibiting global trend or local drift. A regionalized

variable with global trend can be modeled by Eq (2.12):

Z(sp) = MgIjb.1(sp) + R(sp) (2.12)

where Z(sp) represents the regionalized variable under consideration, Mg~bal(sp) is the

global trend, and R(.sp) represents the residuals that are globally stationary. &f~bIoi(s,) is

usually a first or second order polynomial as shown in Eqs (2.13) and (2.14):

a0&II(p = a 1aX(sp) + a2y($p) (2.13)

AtItS~Io($p) =a 0 +aIX($p) +a2Y(Sp)

+a3 X(Sp)' + a4 y(s,)2 + a6X(8p)Y(sp) (2.14)

where a, are unknown global trend coefficients and X(sp) and Y(sp) are the x and y

coordinates of the point sp. Global stationarity can be ensured in discrete sampled data

by using a method such as least squares regression to fit a polynomial AInIoba(sp) to the

sampled data and subtracting this polynomial from the sampled data Z(s,)'. Depending

on the polynomial used, the remaining residuals 'q(s,)' should exhibit a greater degree oi

global stationary (41).

The removal of local drift, however, is easiest performed concurrent with the kriging.

The variation of kriging known as universal kriging can be used to account for not only

the stochastic behavior of the regionalized variable but also for the underlying loal drift.

Universal kriging is an expansion of ordinary kriging where equations representing a poly-

nomial drift are added to the system of equations and the coefficients for these polynomial

components arc calculated concurrent with the weights (12:393). Since universal kriging

is used in this thesis, its justification and development followvs.

The local drift can be defined as drift localized to the neighborhood around the

location being estimated. Ordinary kriging estimates the value of an unknown point based

upon the values of other points in its neighborhood; these same points can he used to solve
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for local'drift. Davis defines local drift M1oc.i(sp) at any point sp as a first-order (Eq (2.15))

or second.order,(Eq (2.16)) polynomial:

MI.t.I(s,) = 0o + aX(sP) + 02Y(4p) (2.15)

'Mioi(sp) = 0 + -,X($P) + C2Y(,3)

+o'3X(sp)' + a4Y(sP)
2 + -sX(SP)Y(sp) (2.16)

where a, are unknown local drift coefficients and X(sp) and Y(sp) are the x and y coor-

dinates of the point s, (12:394). One of these expressions is incorporated into the system

of simultaneous equations shown in Eq (2.5) used to find the kriging weights. The first or

second order polynomial surface is fitted to the points local to the estimated point, solving

for the local drift coefficients specific to that area. By solving for the local drift simultane.

ously with the kriging weights, these weights includes the effects of the drift (12:394); the

coefficients a, are treated as LaGrange multipliers and can be ignored. Once the weights

are determined, th! estimate Z(so) is calculated using Eq (2.1) as with ordinary kriging.

The matrix equations for universal kriging with linear or first-order trend are defined

as follows (quadratic or second-order trend is incorporated in a similar fashion):

all 0 12 .. 1 Xi Y,,

'21 '22 .. a2. 1 X,2  Y,2

A - nl an2 "" 'n, 1 X,, Ys, (2.17)

I I ... 1 0 0 0

X, X,, ... X, 0 0 0

Y', Y2 ... Ye,, 0 0 0

T= W2 ... Wn A 01 021 (2.18)

ITI'= [0 '2 . X Y, ] (2.19)
B U10'a20 Ono 1 X Y(.
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The matrix equation w = A-1B is solved as before to determine the weights.

2.2.7 Structural Analysis. The covariances needed to complete either the ordinary

or universal kriging system of equations can he realized using a function called a semi-

variance or semivariogram. The semivariogram 7 and the variogram (which is simply 27)

depicts a directional semivariance or the rate of change of a regionalized variable along a

specific orientation (12:240). As the terms variogram and semivariogram refer to the same

basic function, further development refers to both forms simply as the variogram.

Determining this variogram is a necessary first step to kriging. According to Yakowitz

and Szidarovszky:

The kriging method is composed of two activities, (i) inferring the variogram
from the data and (ii) assuming that the inferred variogram is indeed exact,
providing a best linear unbiased estimator and associated error variance. (51)

Therefore, the variogram i3 the product of a structural analysis step that must be performed

on the regionalized variable before the value at any unsampled point can be estimated.

In general, the variogram is a function that provides the "average difference squared"

between data a given distance apart in a given direction (28). It is defined by Eq (2.20):

27(sl,82) = Var(Z(si) - Z(S2)] (2.20)

For a true stationary regionalized variable with no trend, the differences of variables

lagged h apart vary in a way that depends only on h and not on the spatial positions

or the actual values of the variables (9). This allows the variogram to be depicted as

7(h), a function of h, where h refers to the distance between two points s, and S2 in the

regionalized variable (41). This form of the variogram is defined by

27(h) = Var[Z(s + h) - Z(s)) s, s + h E D (2.21)

The following intuitive description of the variogram is adapted from Davis (12:240).

If the lag Ah between two sampled points is small, the points being compared tend to
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be very similar and the semivariance is a small value. As the distance Ah is increased,

the points being compared become less closely related and their differences become larger,

resulting in larger values of 7 (h). Eventually, the points being compared are so far apart

that they are not related to each other, and their squared differences become equal in

magnitude to the variance around the average value.

In the practical application of kriging, the variogram y(h) is estimated by using the

following discrete function 1'(h), known as the experimental varlogram:

I I N(h) 2

7
1(h) = 1 { 

t~ [Z(s,) - Z(si+h)]2} (2.22)

where the sum is taken over N(h) = {(s&,sj) : Isi - sjj = h). In other words, the sum

is taken over every pair of si and sj in the regionalized variable that are h units apart;

IN(h)l is the number of such pairs of points (41). The experimental variogram is, in effect,

a measure of the degree of spatial dependence between samples (12). Figure 2.1 shows a

sample experimental variogram.

As the experimental variogram function -' is not continuous, the actual equation

used for the variogram - is determined by fitting a continuous function (or model) through

the discrete points of this experimental variogram -i'. Davis, among others, does not

view variogram model fitting as an exact science; Davis states that such model fitting "is

to a certain extent an art, requiring experience, patience, and sometimes luck" (12:245).

However, Cressie references work where several methods of variogram-model fitting and

parameter estimation were performed and it was found that the weighted least squares

approach to fitting a model to an experimental variogram "usually performs well and

never does poorly" (9:198).

A weighted least squares method can be used to fit a continuous function, or vari-

ogram model, to the experimental variogram. Davis provides three typical variogram mod-

els used extensively in geostatistics: the linear model, the Do Wijsian model, and the spher-

ical model (11). The functions representing these models are given in Eqs (2.23), (2.24),
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Figure 2.1. Typical Experimental Variogram Generated From Terrain Data

and (2.25) and are shown in Figures 2.2, 2.3, and 2.4.

Linear Model: 7 (h) = ah + b (2.23)

De Wijsian Model: I(h) = a In h + b (2.24)

C(- +1' Co ifh<a

Spherical Model : 1(h) = C + Co if h > a (2.25)

0 if h=0

The spherical model has several properties that are desirable in the field of goes-

tatistics and is therefore the most commonly used variogram model (11:102). It is defined

by three parameters: a, Co, and C. The first parameter a is defined as the range. This

parameter represents the distance where the variogram becomes maximum, or the covari-

ance becomes minimum; it defines a range of influence and can be used to define the size

of the kriging neighborhood (19). The second parameter, Co, represents a combination of

sampling error and small scale variability of the data (variability exhibited between data

at a finer scale than the sampling interval) (28). It is commonly referred to as the nugget

effect and is exhibited in the model at the point the variogram model intersects the 7 (h)

axis (28). By definition the varlogram model is zero at h = 0, indicating that any two data

h = 0 units apart are completely correlated; this ensures an ezact interpolator as defined
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Figure 2.2. Sample Linear Model Variogram

h

Figure 2.3. Sample De Wijsian Model Variogram
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Figure 2.4. Sample Spherical Model Variogram

above. The nugget effect arises because the regionalized variable is so erratic over a very

short distance that the semivariogram goes from zero to the level of the nugget effect in

a distance less than the sampling interval (12:246). The second and third parameters to.

gether, C + Co, represents the sill of the data, which is equal to the variance of the data.

Additionally, the slope of the model between h = 0 and h = a is an indication of the

continuity of the data within the zone of influence (28).

The covariance ajj is similar to the variogram y(h) in that the covariance between

two points s, and s, lagged It apart depend only on h and not on their spatial positions (9).

The covariance a,j can therefore written as a function of the variogram y, which is in turn,

a function of the distance h:

0-= 0(h)), is = si - sjI
= -J(co)- y (h)
= 02 -,(o )
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where a2 is the variance of the data set. If the spherical variogram model is used, then

a2 C C + Co, and the equation for the covariances becomes:

-ji = C+Co-7(h) (2.26)

The covariances needed to estimate Z(so) are easily calculated using this equation.

It is possible to write the kriging system of equations by directly using the variogram

instead of covariances, and many references develop kriging in this fashion. This yields a

system of equations of the following form:

E2j wj-y(h;) = y~hio) (2.27)

E;w, = 1

where h,, represents the distance betweeit si and sj. lowever, since -1(hii) = 0 for any

position s,, this system yields a matrix form with a zero diagonal. Such a matrix is not

easily inverted and therefore produces a system of equations that are much more difficult

to solve than the equations developed using covariances (11:241-2).

As stated above, variogram generation, like kriging itself, assumes that the region-

alized variable is stationary. If the sample data does not exhibit stationarity, this trend

must be removed before the variogram is computed (12:244). If the trend is global, it can

be removed much like global trend is removed before kriging (see Section 2.2.6 above).

However, Davis advocates that the removal of local drift is a circular problem (12:244-5).

lie presents an iterative trial and error method of assuming a var.ogram and using univer-

sal kriging to remove this local drift. A variogram is generated on the resulting residuals,

and if it matches the assumed variogram, the trend has been successfully removed. If the

new variogram does not match the assumed variogram, the assumed variogram must be

modified and the process is repeated. Davis presents no heuristic on assuming an initial

variogram or on modifying it if it does not match.

In addition to the stationarity requirement, the regionalized variable must also be

isotropic. There are two forms of anisotropy: zonal (or stratified) and geometric (or

affine) (11:134). These forms of anisotropy are evident when directional experimental
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variograms generated on the same data set are dissimilar. Directional experimental vari-

ograms are generated by only considering the differences in values between pairs of points

that lie in a specific direction from each other; this direction is known as the regular-

ization angle. If these directional experimental variograms are modeled with spherical

models, zonal anisotropy can be characterized by different sills in the directional vari-

ograms (28:56); in other words, the data exhibits different variances in different directions.

This is an indication of zones or areas that have differing sources of variation (11:135). Ge-

ometric anisotropy is characterized by different ranges but similar sills in the directional

variograms. This is an indication that the value of the regionalized variable varies more

quickly in one direction than in the other and that the size of the zone of influence differs

in different directions (11:68).

Since kriging uses one variogram for all directions, anisotropy must be taken into

account. Zonal anisotropy is difficult to handle, but geometric anisotropy can be com-

pensated for with an anisotropic ratio k. It is equivalent to a change in the distance unit

on one axis (11:135). One of the variogram models is scaled by k such that it matches

the other. The kriged results are inversely scaled to provide correctly spaced results. If a

spherical variogram model is used, the resulting equations for the variogram are:

= a 2a3

3k2(h) = C kh 3 + c °  (2.28)

Clark suggests that semivariograms ought to be constructed in at least two directions to

check for anisotropy (5:38).

2.2.8 Other Forms of Kriging. There are several forms of kriging besides ordinary

and universal kriging. Simple kriging is the most basic form of kriging. It is similar to

ordinary kriging with the exception that the mean p is assumed known. The development of

the simple kriging equations is similar to the development of the ordinary kriging equations

presented in Eq (2.5). The resulting equations are known as as the normal or linear

regression equations, or for our purposes, the simple krig:ng equations (25:11).

2-23

111111111011



The terms point, punctual, and block kriging are simply variations of other forms of

kriging; the names refer to the type of estimate being made. Point or punctual kriging

uses the system of equations resulting from any of the above forms of kriging to estimate

the value of the regionalized variable at a specific point (11:240,242),, bile block kriging

uses the same equations to estimate the average value of the regionalized variable over a

block (11:240). The only difference in the systems of equations used for each of these is with

the covariances; block kriging uses covariances between blocks while punctual kriging uses

covariances between points. Block kriging is the method used most often in geostatistics;

however, Lhis thesis uses punctual kriging.

When the distribution of the regionalized variable is not normal, some form of pre-

processing and postprocessing must be performed on the sample values used in the kriging

equations. Log-normal kriging handles regionalized variables that are log-normally dis-

tributed by taking the log of the sampled values before kriging is performed and taking

the inverse log of the resulting estimates to obtain the true estimate (41) (5:34) (21). This

is a common form of kriging as many ore distributions are log-normal (11:11).

Dual kriging is a variation of kriging in which the kriging weights are not calculated

repeatedly for each estimation. As the weight applied to a known elevation value in the

kriging weighted sum is directly related to the distance h from its position to the position

being estimated, a function can be determined during the structural analysis phase that

models the kriging weights as a function of this distance h. This function should provide

the weights much quicker than the system of equations outlined above (41).

Other forms of kriging include disjunctive kriging, and cokriging. As these meth-

ods are beyond the scope of this thesis, the reader is referred to Ilenley (21) for more

infornation.

2.2.9 Summary This section presented an overview of kriging, a geostatistical es-

timation technique that provides a best, linear, unbiased estimator for a property of a

regionalized variable at an unsampled point. The estimation is made using a weighted

sum of the known sample values; the weights are based upon covariances of the actual

sampled data as determined during structural analysis. Universal kriging in particular was

2-24



presented, as this is the variation of kriging used in this thesis.

2.3 Summary

This chapter covered several topics involving the current state of the art in terrain

modeling for flight simulators and other real-time terrain imaging systems. An abundance

of literature exists in this area, but the techniques seem to be very similar. Methods of

modeling terrain surfaces for other applications were also reviewed. As a statistical method

for modeling terrain is desired, this chapter also reviewed the geostatistical estimation

technique known as kriging. Since little literature exists on this topic outside the field

of geostatistics, this review concentrated on the description of kriging as extracted from

geostatistical literature.
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1I
III. -Development of the Kriging Methodology for Terrain Modeling

As shown by the last chapter, there is little background material on kriging as ap-

phed to estimating terrain elevations. Since one of the objectives of this thesis is to show

the applicability of kriging as a technique to reduce dense terrain elevation data in order i
to generate accurate and realistic terrain models, this chapter first shows how the kriging

methodology is applicable to. simple terrain elevation estimation. The methods of vari-

ogram modeling and kriging as applied to terrain elevation, estimation are also covered.

These methods and the resulting tools that incorporate these methods were developed in

conjunction with Brodkin (2) and McGee (30).

8.1 Applicability of Kriging to Terrain Elevation Estimation

Kriging, as presented in Chapter II, is a method of estimating values of a regionalized

variable at non-sampled locations. In essence, it is an stochastic interpolation technique

that estimates values of spatial properties at unsampled locations based on values of these

properties at sampled locations in its neighborhood. Davis describ,.s the elevation of the

ground surface, along with other natural phenomena with geographic distributions, as a

regionalized variable for the purpose of kriging (12:239). Other stochastic interpolation

methods exist that may provide reasonable terrain elevation estimates, but most other such

techniques do not provide a measure of error such as an error variance; neither are they

exact estimators (41). Additionally, considering the abundance of literature that exists on

the practical application of kriging to problems such as surface estimation (as described in

Chapter II), this choice seems well justified.

Because of the way that DTED is structured into files containing terrain elevation

over 10 x 1 cells, this full cell or some smaller sub-cell resulting from the division of this

cell is the most convenient block of data to use while kriging. Therefore, a set of DTED

cells, referred to as the DTED Evaluation Cells, are used to support the evaluation and

development of the kriging methodology in this chapter; these cells are listed in Table 3.1

(Note that this is not the same set of DTED Test Cells used in Chapter I to demonstrate

the implementation of the terrain modeling systems).
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370NX360E 37 0Nx740E 370 Nx75OE 380 NX35 0 E 3SONX36 0 E

3S
0
Nx127 0

E I38eNxl280E I_____ I___I __ I

Table 3.. DTED lox 10 Evaluation Cells (Latitude & Longitude is of Southwest Corner)

iKriging assumes that the elevation data is normally distributed in order that ana-

lytical statements can be made about the estimate and the error variance (11:116). As

this thesis explores the possibility of using the error variance as a measure of accuracy,

the first step is to determine if terrain elevation data is normally distributed. Appendix B

shows a series of histograms from the set of DTED Evaluation Cells; these histograms plot

terrain elevation against the frequency of that particular elevation on both normal and

log-normal scales. Frederiksen states that most terrain elevation data is log-normally dis-

tributed (17). Many of the histograms in Appendix B appear log-normally distributed, but

several could he considered normally distributed. Most DTED cells that are not normally

or log-normally distributed contain a large body of water; DMA codes the elevations over

a body of water as a constant, skewing the distribution curve, especially when this body of

water lies at the lowest elevation in the cell (as would be the case in most cells that contain

part of the ocean). The removal of all elevation data pertaining to thc body of water

would not solve this problem, as an disproportionally large proportion of the remaining

elevation data would then correspond to the shoreline and lie just above the elevation of

the body of water. This thesis effort ignores the unusual cases and assumes that all cells
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are normally distributed, with the understanding that estimates on or near bodies of water

are less optimal than estimates made elsewhere.

Stationarity of the elevation data can be assured by removing all global and local

trend. The removal of global trend can be handled using a least squares method of fitting a

second-order polynomial to the terrain surface; the subtraction of this polynomial from the

original sampled terrain data should extract a majority of the global trend. The remaining

residuals should exhibit a greater degree of global stationarity than the original data. This

trend can easily be replaced into any kriged estimates that are generated. As discussed in

Chapter II, local trend can be handled during the actual estimation process using universal

kriging. However, considering the difficulty of removing local trend before universal kriging

is performed, this effort ignores local trend while generating variogram models.

3.2 Variogram Modeling

Directional experimental variograms of specific DTED cells, as described in Chap-

ter II, can be generated using Eq (2.22). This is easily accomplished if the data is gridded

and the direction (or regularizalion angle) 0 that the variogram is generated is orthogonal

to the grid: Eq(2.22) is simply applied using every pair of points that lie in the specified

direction 4' on the grid. If either one of these conditions are not met, a semi-inclusion

angle 0 must also be specified, as shown in Figure 3.1. The data must then be exhaus-

tively searched; a particular pair of points is included in the calculation of the directional

experimental variogram if the angle a of a vector between the pair of points lies between

- 4' and 4' + 4'. In other words, use every pair of points where the following condition is

true:

dy d.

where dx is the x component of distance between pair of points, dy is the p component

of distance between pair of points, and d = v'WF p. Clark (5:38) states that these

experimental variograms should to be generated in at least two directions to check for

anisotropy. Variograms in the north-south and the east-west directions are easiest to

generate if the data is gridded. Methods of identifying and handling anisotropy based on
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Figure 3.1. Variogram. Regularization Angle 0 and Semi-Inclusion Angle

these variograins are discussed in Section 3.5 below.

Another consideration when computing experimental variograms is the stepsize. Since

the sampled data that is used to generate this variogram is not continuous (and may not

even be regularly spaced), a stepsize Ah needs to be defined such that every pair of points

separated by d, h :5 d < h + Ah, is considered as separated by h for the purpose of

variogram generation; h is a multiple of the stepsize A4s. This produces ank experimental

variogram with datapoints separated by Ah. This stepsize should be large enough such

that the value of the experimental variogram for any specific h is based upon a significant

number of pairs of samples.

The directional experimental variograms should be generated from the residual data

that is obtained by removing the global trend from the DTED cell as described in Sec-

tion 3.1 above. Cla~k also (5:14) states that these experimental variograms should be

generated for only half of the total sampled extent. This is because the reliability of the

experimental variogram diminishes as the lag h between the sampled pairs increases, for

3-4



there are fewer pairs of samples separated by such large distances.

Appendix C shows directional experimental variograms that were generated from

both the original and residual forms of the DTED Evaluation Cells; both north-south

and east-west directional variograms are shown. Variogram models must next be fitted to

these experimental variograins. Many consider the fitting of a model to an experimental

variogram a complex, trial-and-error process (12:245). However, Robinson (41) states that

kriging is fairly robust with respect to the variogram, as a reasonable estimate can be made

with a grossly inaccurate variogram.

The experimental variograms of the residuals from Appendix C can be compared

with the sample linear, DeWijsian, and spherical variogram models depicted in Chapter II

(Figures 2.4, 2.5, and 2.6 respectively). Alttough several of these experimental variograms

are somewhat erratic, it is seen that most variograms for the DTED cells can be modeled

using the spherical model. The spherical variogram models shown with the experimental

variograms in Appendix C were fitted to half of the total sampled extent using the least

squares fitting technique. H~owever, this algorithmic method of fitting a variogram model

to the experimental variogram does not always provide an adequate model for kriging.

The major problem is that the spherical variogram nugget may be inaccurate, perhaps

even negative. The case of a negative nugget must be recognized and handled, perhaps

by resetting the nugget to zero. Obviously this method is not perfect, but it does well in

most cases, and the use of a single variogram model and an algorithmic variogram model

fitting technique facilitates the automation of the kriging estimations.

3.3 Kriging

As the estimation of the terrain elevation at specific points is desired from the terrain

modeling system, the method of punctual kriging should be employed. The ultimate output

should be a grid of terrain elevations covering the same area as the DTED from which they

were extracted; however, points on this new grid may or may not coincide with points on

the original DTED grid. Terrain elevation estimation at these points can be done using

the kriging methodology described in Chapter II; however, a few of the issues specific to

this effort are addressed below.
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As stated in -Chapter II, only sampled points within a neighborhood around the

point being estimated are used in the weighted sum ofEq (2.1) to produce an estimate;

all other sampled points are given zero -weight. Davis (12:393) states that the optimum

number of control points for a neighborhood is determined by the semivariogram and the

spatial pattern of the points. The range of the spherical variogram model can be used to

define the radius of the neighborhood. Such a neighborhood is adequate for most positions

that may be estimated within a DTED cell. Positions near the boundary of the cell do

not have a complete neighborhood as defined above, anid therefore the estimates made

at these positions are not as accurate as other estimates using complete neighborhoods.

Extrapolation of terrain elevations beyond the boundary of the cell can also introduce gross

errors (12:393).

The first step in kriging is to determine the sampled points in the neighborhood of

the point to be estimated. This can be simply achieved by organizing the data into buckets

of arbitrary size, with each bucket representing a small area on the sampled surface. An

easy way to determine which control points lie in the neighborhood of a specific point to

be estimated is to search the buckets within a square region of width = 2xrauge centered

around that particular point. By using covariances instead of semivariances to perform the

estimation (as described in Chapter II), a system of equations can be set up that is solved

for the unknown weights using matrix algebra. Matrix inversion can be accomplished using

the method of LU decomposition (38). The weights obtained by using LU decomposition

and backsubstitution can be used to estimate the value at the unknown point directly

using Eq (2.1).

Two potential problems are apparent with the kriging estimation process as described

above. The first concerns matrix inversion using LU decomposition and backsubstitution.

This matrix inversion technique can be unstable on matrices with over approximately 250

rows and columns and on matrices with zero diagonals (41). Hlowever, it is expected

that most estimated points will have far more than 250 sampled elevation posts in their

neighborhoods, and therefore the matrices used during kriging will have far more than 250

rows and columns. Also, LU decomposition and backsubstitution is an 0(n 2) algorithm,

meaning that kriging elevation estimations over a large regular grid from dense terrain
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elevation data will be very time intensive. The second potential problem is associated with

the density of DTED data. For a large area, the resulting volume of terrain elevation data

used to generate kriged estimates may be overwhelming. Methods shouldbe implemented

that allow the volume of data to be limited and the neighborhood sizes to be constrained

so that the estimation process is not computationally intractable. This would cause the

kriged estimates to be less optimal. However, some evidence of kriging's applicability to

terrain modeling can be determined form these less than optimal estimates.

A by.product of kriging is an error variance for every position estimated. This error

variance, as described in Chapter II, is a possible measure of accuracy for any resulting

terrain model. The error variance is the measure of one standard deviation for the particu-

lar estimate it is associated with. Using this value, one can determine a confidence interval

for the estimate. For example, if the estimate for location so is Z*(so) and the error vari-

ance is a8(8o), then a 99% confidence interval for this estimate is Z*(so):h 6aE(so), where

V( 2 7 Similar statements may be made concerning the estimated terrain

model as a whole using the maximum error variance.

3.4 Error Variance Minimization

Given an initial set of sampled positions from a regionalized variable and a set of

potential samples to add to this set, Szidarovszky (47)(4) describes a procedure that uses

kriging to select the next k positions to sample such that the maximum error variance of the

resulting set of points is not greater than if any other k positions were sampled. Of greater

interest here is a variation of this procedure that selects a subset of any data set such that

the maximum error variance of this subset is less than a specified limit. The subset for

this procedure is initialized as empty. Sampled points are added to this subset one at a

time in a specific order and the maximum error variance of this subset is computed after

each point is added. This continues until the limiting maximum error variance is reached,

at which time the points added and their specific ordering are saved. Every other possible

order of the sampled points is processed similarly. The ordering that reached the limiting

variance with the fewest added sampled points is selected as the minimal data set with

this specified error variance. Since this is an O(n 2) process, Szidarovszky also advocates a
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branch-and-bound implementation of this technique to minimize the search for the minimal

data set. This can be done because of the monotonic properties of the error variance: the

maximum error variance for a given data set is never less than the maximum error variance

for that same data set after adding any other sample (47:334).

A less than optimal method of building this minimal data set developed by Brod-

kin (2) is to add points to the minimal data set one at a time. The maximum error variance

of the initial minimal data set is computed and the next sample is added at the position

where the maximum error variance occurs. This process is repeated using the new minimal

data set if the limiting maximum error variance has not been reach. This method does not

guarantee that the minimal data set contains the minimum number of sampled points nec-

essary to reach this limiting maximum error variance, for it is bared upon the assumption

that the point that decreases the maximum error variance the most is tile same point that

has the highest current error variance (2). Also, the effects of combinations of points are

not considered. For example, the addition of point X or point Y separately may decrease

the error variance less than the addition of any other point, but the addition of both point

X and Y may actually decrease the error variance by a greater amount than any other

combination of points. This method may never add the first of these points to the minimal

data set in order to discover the effect of the pair.

In order to facilitate either of the above methods of constructing a minimized data

set, it is useful to introduce the method of inversion by blocks or inversion by partitioning

(47:336)(,18:192-5) in order to solve almost identical systems of equations. Each time

additional points are added to the minimal data set, a new value for the error variance

WTB must be computed; correspondingly, a new w = A-1B must be computed

(see Eqs (2.11) and (2.10), respectively). Each of these solutions must invert a new A'

that is almost identical to the previous A; A' simply contains extra rows and columns

corresponding to the additional points being considered in the minimum data set.
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To apply the method of partitioning by blocks, the A matrix must be rearranged

such that the new rows and columns can be added to the bottom and right, respectively:.

0 0 0 1 1 . .

0 0 0 X,1 X,2 ... X,,

0 0 0 Y'l I'2 ". Y*.

A= 1 XS, ,, a U12 ... a. (3.2)

1 X, 2 y a2 a022 ... a2 .

1 Xs, Y ani 0i n2 ... O'nn

If, on a given step, k points are added to the minimal data set, k rows and columns

must be added to A to obtain A'. This A' matrix can now be represented in terms Af A

as:

A, Q~ (3.3)

where P = A, Q is a n x k submatrix containing the appropriate covariances between tile

n original points and the k added points, R = QT, and S is a k x k square submatrix

containing the appropriate covariances between each of the k added points only. Using Eq

(3.3), A'- can be obtained with the following equation:

A"_ = [ ](3.4)

where

V = (S- RP-'Q)' = (S RA-'Q)
"1

Z = -(P-'Q)V = -(A-'Q)V

U = -VRP-
5 = -VRA-'

Y = P'- (P-'Q)U = A-'-(a-'Q)U
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Since the original A- 1 is already known, the A'- 1 can now be computed with Eq (3.4)

above by inverting one small matrix and applying matrix arithmetic. This solution is

much less complicated and more stable than if A'- ' had to be inverted using a method

such as LU decomposition and backsubstitution.

A minimized data set derived in either of the above fashions, can be thought of as

characterizing the entire data set. The accuracy of this characterization can be judged by

the error variance resulting from estimating the original data set from this minimized data

set; this error variance was the limiting factor in building the minimal data set as described

above. As such a characterization, this minimal data set should exhibit characteristics of

the terrain under consideration without exactly representing terrain. A grid of estimated

points at any resolution can be constructed from this minimized data set using standard

kriging techniques. This kriged data set should be a good approximation of original terrain.

If the purpose of constructing a minimal data set is to provide a minimal sample

set that can be used to estimate other terrain elevations, certain properties can be taken

advantage of to calculate the minimum data set more efficiently. If any point is to be

estimated based on this minimal data set, at least one point from the minimal data set

must be in the neighborhood of the point being estimated. As this thesis uses the range

of the spherical variogram to define the neighborhood, no two points in the minimal data

set should be separated by over twice this range. An initial pattern of sampled points can

therefore be added to the minimized data set before the above procedure starts, although

some optimality may be sacrificed. An 'X' pattern of five known data points, with the

length and width of the pattern equal to twice the range, may work well as an initial

minimized data set, Additionally, since the error variance is only a property of distances

and not of spatial locations, any points that are required within one pattern to minimize

the error variance during the minimization process can also be added to the other patterns

as well.

3.5 Anisotropy

Anisotropy is present in the sampled data when the data shows different charac-

teristics in different directions or in different zones. Either of these conditions results in
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different coariance functions (or semivariance functions or semrivariograms) when gener-

ated in different directions for the same data set (41). Kriging can be implemented to

use the appropriate tariogram model depending on the direction between the estimated

point and each sampled point, but this would involve many variograms and an inordinate

amount of computation. Since it is desirable to obtain one ariogram model to characterize

the entire data set, anisotropy must be handled.

Chapter II discusses zonal and geometric anisotropy in a regionalized variable. With

spherical variograms, geometric anisotropy is exhibited by different ranges in different

directional variograms, while zonal anisotropy is exhibited by different sills (41). The

method of applying an anisotropic correction factor k as described in Chapter 1I n~ould

account for geometric anisotropy but not for zonal anisotropy as the k-factor only scales

the range of the variogram, not its sill. Another method of accounting for geometric

anisotropy is to combine the two variograms obtained from orthogonal directions, say, x

and y; the x variogram is used on the Ax portion of the distance h between the sampled

point and the estimated position and the y variogram is used on the Ay portion of the h.

The arbitrary division of ele-ation data into blocks along cell or sub-cell boundaries

may create blocks with several anisotropic zones. Zonal anisotropy may partially be ac-

couhmed for by partitioning the block set into homogeneous zones and applying kriging

separately to each zone to obtain estimates. One method of partitioning gridded data is

described as follows:

1. Sum the values over every row and every column.

2. Determine a median of these sums.

3. Label each row/column as to whether its sum is higher or lower than the median.

4. Partition the data set along horizontal boundaries where the row sums transition

from above the median to below the median or from below the median to above the

median. Create vertical boundaries in a similar fashion with column sums.

As this may cause very small partitions, a step may be added between steps I and

2 above, such that the row/column sum used for a particular row/column is actually an
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average of the row/column sums within a window of width n of the particular row/column;

n is adjusted to obtain partitions of adequate size. This additional step may not always

consolidate smaller zones if they occur in a periodic fashion. Also, this method may not

remove all zonal anisotropy; it should partition most data sets into homogeneous zones of

a rectangular shape, but the true anisotropic zone may have a diagonal border.

3.6 Summary

This chapter showed how the kriging techniques reviewed in Chapter II could be

applied to terrain elevation data in order to estimate terrain elevations, a necessary step

toward producing a polygonal terrain model whose vertices may not coincide with the

original gridded DTED data. Also shown were methods of minimizing a terrain elevation

data set with respect to an inherent measure of accuracy, the error variance. These methods

provide a basis for the implementation of tools to model terrain with a specified accuracy

(as measured by the error varince) or at a specified level of detail (as measured by the

number of polygons); these tools are further discussed in Chapter IV.
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IV. Implementation of the Terrain Modeling Systems

This chapter covers the system requirements and design of the terrain modeling soft-

ware system produced by this effort, along with various implementation issues encountered

during its development.

The primary emphasis of this thesis, as presented in the research objectives listed in

Chapter 1, is to produce terrain models whose polygonal vertices may or may not coincide

with elevation posts provided in DTED. Elevations must be estimated for locations that do

not coincide with known elevations posts. Therefore, the kriging estimation methodology

discussed in Chapter III provides a primary part of this system.

4.1 System Requirements

The system implemented by this thesis uses DMA Level 1 DTED to produce a polyg-

onal model of the terrain represented by that DTED. The following is a list of requirements

and constraints for such a terrain modeling system; these requirements are based on the

iesearch objectives listed in Chapter I.

" DMA has traditionally distributed DTED on 9 track tape, but most current distribu-

tions or made on CD-ROM. The system should be able to read and use DMA Level

1 DTED from either sour e.

" To support systems using Brunderman's GDMS (3), the final format of the terrain

model should be the AFIT Geometry File format, hereafter referred to as a .geom

file. The .geom file contains a polygonal description of an object or objects that can

be rendered by various tools at AFIT (16).

" Brunderman's GDMS also requires that database files be created. These files specify

the relationship of the terrain gridsquares and the locations of the actual .geom files

corresponding to each resolution of each gridsquare. The user should also be able to

set the distances from the viewer that different levels of resolution are to be used by

the terrain renderer, as this information is also a part of the database files. These
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files were developed by Brunderman (3) for the GDMS and their formats can be

found there.

" The user should be able to control the resolution of the model with an intuitive

control mechanism. This resolution should correspond to the size and number of

polygons in the model. The user should be able to specify any resolution, not just

those that can be obtained by filtering DTED, in order to finely control the trade-off

between rendering speed and image realism.

" The user should be able to specify up to three different model resolutions that can be

combined into a multiple-level-of-detail terrain model for use in a rendering system

that can handle such models. Allowing three levels of detail for such models is in

accordance with requirements of Brunderman's GDMS (3).

* When using multiple-levels-of-detail in conjunction with a terrain model, different

parts of the model are usually at different distances from the viewer, and there is

no fixed distance to base the determination of which single level of detail to use.

Therefore, Brunderman's GDMS requires that the terrain model be divided into

grid squares, where each grid square is a self-contained model that can be rendered

independently of the other grid squares at the level of detail appropriate for its

distance from the viewer. The user should be able to specify the size of these grid

squares.

" The terrain model should use color to provide the viewer a sense of realism and scale.

* The entire system should be easy to use, with an intuitive interface and understand-

able controlling parameters.

4.2 System Overview

The resulting terrain modeling system was constructed in two phases: Phase I pro-

vided a complete functioning system based on data filtering techniques; Phase II added

kriging estimation techniques into this system in order to estimate terrain elevations be-

tween DTED posts. This two phased approach ensured that any problems encountered

while implementing kriging were indeed kriging problems, and it also provided a means
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early in the thesis cycle to produce simple terrain models for use while developing the sys-

tems that use Brunderman's GDMS. This was also a natural system evolution, as filtering

techniques could only provide a finite set of resolutions from Level 1 DTED, but kriging

could provide any resolution desired using estimation techniques.

The basic system was implemented in a piecemeal fashion. Each piece is a stand-

alone Unix program, allowing a incremental approach to the implementation of the system.

Most of these programs can, unless otherwise instructed, accept input from stdin and

write output to stdout, and almost every program uses the .pts file format as a common

information interchange format as described below and in Appendix E. This makes it

possible to use Unix pipes and create a pipeline of programs, avoiding the creation of very

large intermediate files. To provide a simplier interface, the total modeling pipeline can be

invoked using another program that invokes the other programs in the proper order with

the proper parameters.

All software developed for this terrain modeling system is written in C and C++ and,

except where noted, was compiled with the gnu g++ compiler on a Sun 4/260 Workstation.

This software is available upon request.

4.3 Phase 1: Terrain Modeling using Filtering

4.3.1 Overview. The first phase implemented a set of four programs: tape2dted,

dted2pts, pts2geom, and connect, as shown in Figure 4.1. This is called the basic terrain

modeling pipeline. Each of the four programs in this Unix pipeline provides some part

of the translation from DTED to a polygonal terrain model required for Brunderman's

GDMS. Each of these programs is described in detail below; comprehensive guides to their

use can be found in Appendix D. This entire pipeline can be controlled using a program

called tb; this program is also discussed below and in Appendix D.

4.3.2 tape2dted. The program tape2dt d reads DTED from an Unix device such

as a 9-track tape drive and produces a binary data file of the next DTED file read from

that device. tape2dtod assumes that the tape contains binary DTED files formatted as

specified by DMA (14); each file should contain gridded terrain elevation data for a 1 x 10
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Figure 4.1. Phase I Pipeline
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DTED cell as defined in Chapter I. This program reads the next such file encountered

from the current tape position and writes the elevation information to the specified output

file (or stdout if unspecified). Alternately, it can be instructed to read every file from the

current tape position to the end of the tape; in this case the output is written to files with

pre-determined names based on their latitude and longitude. As this later case creates

multiple output files, it breaks the Unix pipeline as described above, but it does provide

an efficient method of removing all DTED data from a DTED tape.

DMA currently distributes DTED in CD-ROM format as well, but the basic file

structure is very similar between the two medias, However, the files are accessible from

the CD-ROM through an ordinary Unix file structure and can be manipulated via simple

Unix commands. Therefore, tape2dted creates output files in the DTED CD-ROM file

format. As DMA uses the .dt I filename extension for these files, these files are referred to

as .dt! files. The use of this .dtl file format provides a standard file structure that can

be easily created from DTED tapes or simply copied from DTED CD-ROM.

Although shown as part of the Unix pipeline of Figure 4.1, tape2dted is more easily

run separately, especially since tape2dted must deal with an I/O device that may en-

counter occasional problems. Also, available machines with 9-track tape drives may not

have the power to perform some of the functions necessary in the other pipeline programs

in a reasonable time. As noted above, the Unix pipeline approach is not supported if

tape2dted is instructed to read until end-of-tape and produce a .dtl file for each DTED

file encountered. For this thesis, tape2dted was run separately from the rest of the pipeline

and a library of .dtI files were created for later use.

tapo2dted was compiled and run on a MicroVax Ill; compilation was performed with

the gnu g++ compiler. The program is based on a program originally written by Roberts
(410).

4.3.3 dtod2pts. The. dtl files created by tapo2dted or obtained from DTED CD-

ROM are still in a raw binary form. The program dted2pts restructures this data into

the .pts file format for further manipulation by other programs in the terrain modeling

pipeline (see Appendix E). The other programs in this system could have been written
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to accept any file format, and a binary format would have been quicker in several cases.
However, the programs that performed kriging estimation were written by a group of AFIT
thesis students to process data-from several different sources; a basic ASCII file structure
providing data in x y z format was agreed upon as the common format for these programs.

dted2pts can accept input from a specified .dtl file or from stdin if no input file

is specified by the user; correspondingly, output is written to the specified .pts file or to
stdout if no output file is specified by the user.

The dtod2pts program also allows the user to select only a portion of the data in

the .dtl file to be written to the output .pts file by specifying limiting latitudes and
longitudes; the elevation data within these latitudes and longitudes must be entirely con-
tained within the specified DTED file. Simple filtering of the data can also be performed
by dted2pts; the user can specify the desired spacing (or resolution) in arc minutes be-
tween elevation posts. As this program performs no interpolation between elevation posts,
elevation posts must exist in the .dtl file at the spacing specified; if there is no such cor-
respondence, the spacing is reduced until it does correspond with DTED elevation posts.
For convenience, dted2pts considers all DTED elevation posts as separated by 0.05 arc
minutes; DTED that does not maintain this post spacing (such as that above 400 north
latitude and below 40' south latitude), would be interpreted by dted2pts as if it did.

4.3.4 pts2geom. The program pts2geom processes the elevation data contained in a
.pts file and creates one or more .geom files containing a polygonal terrain model based on
this data. Although the .pts file format allows for gridded or ungridded data, pts2geom
requires that the data in the input .pts file be gridded and arranged in column-major
form; all other programs in this system writes .pts file data in this format. pts2geom
can build one .geom file from a pts file, but it can also sub-divide a terrain description
contained in a single .pts file into grid squares, each in a separate .geoa file, as described
in the requirements above. These grid squares can be linked back together by connect
to produce a large terrain model (see Section 4.3.5 below). This technique is faster than
dividing the a cell of terrain data into blocks using dted2pts and processing each block

through pts2geom.
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If an input .pts file is not specified, pts2geom reads input data from stdin. However,

output is written to stdout only if no grid square division is desired; otherwise multiple

output .geom files are created, one for each grid square, named in accordance to a user

specified format. Since pts2geom is designed to be run as the last stage in the Unix pipeline

described above, not writing to stdout does not break this pipeline.

As stated earlier, the .pts file that is used by pts2geom must contain gridded terrain

elevation data in column-major order as specified in Appendix E. This gridded data is

placed into a C++ object called Grid. Triangular polygons are created from the Grid object

by connecting the nodes within this Grid as described in Chapter II such that the grid

nodes become polygon vertices. The .geom file requires that a normal vector be specified

for each vertex; these normals are determined by averaging the normals calculated for the

adjacent polygons that use this node as a vertex. There is a possibility that seams will

be apparent in the terrain model along the edges of contiguous blocks that were built

separately; this is caused when polygons on either side of this edge share vertices, but the

normals at these vertices were calculated based on a different set of adjacent polygons.

These seams are usually minor, but they can be avoided for the most part if the entire

DTED cell is sub-divided by pts2geom into multiple .geom files rather than processing it

through the entire Unix pipeline in pieces; pts2geom computes all normals blocks before

any divisions are made, eliminating the seams.

The polygonal vertices extracted from the grid class, along with normals, connectivity

information, and colors, are placed in the destination .geom file. The x, y, and z values

of these vertices may be scaled if desired. Some scaling may be necessary on .pts files

generated from DTED data since DTED encodes x and y values in arc minutes (nautical

miles) and z values in meters. In such cases a scaling of approximately 1860 on X and

y produces true-scale terrain. lowever, true-scale terrain models often do not appear

realistic (20:45)(31); therefore, the terrain surface elevation (z-value) may also need to be

exaggerated somewhat to produce visually pleasing images from the terrain models.

The basic color of any resulting polygons is a factor of the z-value of its highest

vertex after scaling; alternate triangular polygons are colored slightly different to create

an illusion of texture. As described in Appendix D, colors are specified in red/green/blue

4.7



_ _ _ _ _ _ _ _ _ _ _ _ _ _ I:

, i

tuples (referred to here as rgb tuples) with each component ranging between 0 and 1.

Polygons are colored white (rgb=(0.8, 0.8, 0.8) or rgb=(0.7, 0.7, 0.7)) if their highest z-

value is at or above 3000 units; polygons with z-values between 0 and 3000 units are colored

dull green (rgb=(0.62, 0.55, 0.0) or rgb=(0.7, 0.65, 0.0)); polygons with a z-value at 0 units

are colored blue (rgb=(0.2, 0.2, 0.8) or rgb=(0.2, 0.2, 0.7)); polygons with z-values below

0 units are colored brown (rgb=(0.7, 0.4, 0.2) or rgb=(0.7, 0,3, 0,2)).

As an option, polygons in the .geom file may be specified with a color at each

vertex; the rendering system should blend the colors specified at each vertex across the

polygon surface. This allows the option of using a range of colors associated with the

terrain elevation that varies continuously. If this option is specified, the vertices are colored

according to the rgb tuple calculated by te following heuristicly developed formula:

0.9+ rl if z_> 3000

0.9(-) + rl if 0 < z < 3000
red

0.2 + rl if z = 0

0.7+ rl ifz<0

0.9 + r2 if z >_ 3000

0.3 + 0.6( ) + r2 if 0< z<3000
green - 3

0.2+ r2 ifz= 0

0.4+ r2 ifz<0

0.9 + r3 if z > 3000

blue = 0.9( z) 3+r3 ifO<z<3000

0.7+ r3 ifz=0

0.1 + r3 if z<0

where z is the elevation at the particular vertex and rl, r2, r3, and r4 are random numbers

between 0.0 and 0.1. Before the random numbers for a particular vertex is generated, the

random number generator is always seeded using a function of the x and y of that vertex;

this allows vertices that may be repeated on several polygons to always be colored the

same. This coloring scheme provides the appearance of a smooth transition from white at
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an elevation of 3000 units through a dull green to a deep green at 0 units;'vertices at 0

units are blue and vertices below 0 units are brown. The random components are added

to each color to provide some texture.

4.3.5 connect. Brunderman's GDMS requires two additional files in order to use

the polygonal terrain model generated by the above programs. These files, referred to as

. dbs and Ink files, are collectively known as the database files. The database files provide

various connectivity and level of detail information. The primary purpose of these files is

to allow multiple polygonal descriptions in different .geom files to be used together, either

as different terrain grids in a large area or as different levels of resolution of the same grid.

These database files are fully described in Brunderman (3).

connect builds the database files in an incremental fashion. Provided with the name

of a .pts file and the .geom files that were created from it by pts2geom, this program

adds the necessary information from these files into the database files; the database files

are created if they do not already exist. The input .pts file is read from stdin if not

specified. The base name of the database files must always be specified; these filenames

are differentiated only by their .ink and .dbs extensions.

As the specified .geomr file names are simply added to the database files without

checking for their presence, they do not need to exist until the database files are used to

render them. Also, connect writes the input .pts file to stdout without modification if

(and only if) it was read from stdin. This allows connect to be run before pts2geom in

the Unix pipeline; this is important since pts2geom outputs .geom files instead of .pts

files.

This program also allows x, y, and z scaling factors to be placed into the database

files associated with each terrain grid added. Other optional information placed in these

files by these programs include a lag indicating the level of resolution particular the .geom

files represents (either low, medium, or high) and the distances from the viewer where

transitions should occur between the level of details provided.
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4.3.6 tb. The programs listed above can be used as stand-alone utilities that each
read their respective input files and produce output files that other programs in the system
can use; alternately they can be used in pipeline fashion as described above. However,
when used as stand-alone utilities, they create files that take up enormous amounts of disk
space, and when used as a Unix pipelne, the user interface can be a bi' cumbersome.
The tb program was written as a shell around this system in order to provide a simple
user interface. tb does not actually invoke the terrain modeling programs in as a Unix
pipeline; rather, the programs are invoked individually and temporary files are removed
when they are no longer needed. This program resembles an Unix shell script, but it is
actually written in C++. tb reads some parameters from the command line, but several
of the more general parameters are read from a configuration file. The user provides the
desired latitude, longitude, resolution and output filename for the resulting terrain model.
Detailed information on its use is provided in Appendix D.

4.4 Phase II: Terrain Modeling using Kriging

4.4.1 Overview. The second phase of this thesis implemented five additional pro-
grams: resid, varfit, krige, rebuild, and partition. These program are designed to
be incorporated into the Unix pipeline described in Phase I above. Each of these programs
perform some part of the kriging methodology as described in Chapters II and III. They
are each described in detail below, and comprehensive guides to their use can be found in
Appendix D. The revised modeling pipeline is shown in Figure 4.2.

Four of these programs (resid, varfit, krige, and rebuild) were designed to accept
non-gridded (randomly spaced) or gridded data in support the other projects that used
kriging during this thesis cycle at AFIT(2)(30). The fifth program, partition, depends on
the data being gridded to successfully partition it. Both krige and varfit take advantage
of the regularity of the data if it is gridded, but they can perform their functions on non-
gridded data as well. As each of the three thesis efforts referenced above use different data
formats and had different reasons to use kriging, each of the programs listed in this section
were built to use different interface functions to read and write the data in the format
they required. In this effort, all five programs read data from and write data to a .pts
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file; creating a consistent interface with the programs in the original modeling pipeline

presented above. Control information is read from the input .pts file header; most control

information read and all control information generated by these programs is written to the

output .pts file header.

The programs resid, rebuild, and partition were written in conjunction with

McGee (30) and Brodkin (2) who used them for similar thesis efforts. The programs

varfit and krige are modified versions of programs used by Grant (19) as provided

to this thesis effort by Robinson (41); modifications were performed in conjunction with

McGee (30) and Brodkin (2). As most modifications to krige were performed by Brodkin

(2), the actual implementation details can be found there.

4.4.2 resid. The resid program insures that the terrain data used to produce

kriged estimates is globally stationary. This program reads terrain elevation data from a

.pts file and extracts global trend by fitting a two.dimensional second-order polynomial

to the data using least-squares regression. The second order polynomial used, as adapted

from Eq (2.14), is of the form:

AIglobal = ao + aX + a(2 Y + a3ZY + a4d + asY2  (4.1)

This trend polynomial is subtracted from the elevation data before this data is written

back out to the output .pts file. The coefficients ai of the trend polynomial fitted to the

data are written to the header of the output .pts file; rebuild later uses this information

to add the trend polynomial back to the kriged elevation data (see Section 4.4.5 below).

In support of the Unix pipeline, input is read from stdin if no input .pts file is specified,

and output is written to stdout if no output .pts file is specified.

Because of the computational cost of fitting a second-order polynomial to a large

data set, _. pre-determined trend polynomial may be extracted from the data instead. In

this case a second .pts file should be specified. This second file should already contain

the polynomial trend coefficients in its header information. It is this polynomial that is

extracted from the data contained in the first .pts file; no polynomial fitting to the input

data is actually performed. 'he coefficients in the header of the second file could be placed
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there by hand, but the expectation is that this second data set is a filtered version of the

first (created by specifying a larger gridsize when running dted2pts) that has already been

processed by resid.

It is not necessary to remove global trend before kriging, although the resulting

estimates may not be optimal. Therefore, this pipeline step may be skipped if speed is of

a greater concern than accuracy.

4.4.3 varf it. The varf it program generates directional experimental variograms

and variogram model parameters based on data read from the specified input .pts file; if

no input file is specified, the input is read from stdin. Two experimental ariograms are

generated as described in Chapters II and III for both the northerly (0°) and easterly (900)

directions unless otherwise specified. If a variogram at a different direction is desired, only

the single specific directional variogram specified is generated.

For this thesis, most .pts files used to generate variograms contain gridded data,

but varf it can also generate variograms for irregularly spaced data as well. If gridded

data is used and the variogram is being generated at 00 or 900, the variogram is generated

using a more efficient method of selecting pairs of points from rows or columns of the grid.

Otherwise, the data is exhaustively searched several times to generate any one variogram.

Both methods are described in Chapter III.

varf it fits three variogram models to the elevation data; the linear, De Wijsian,

and spherical variogram models are all fitted to the resulting experimental variograms

using a least-squares regression method. The coefficients of these models are written to

the header of the output .pts file. The angle that each particular variogram model is

generated from and a simple correlation signifying how well each particular model fitted

the experimental vario m are also written to the .pts file header. This allows several

ariogram models based on several different directions to be retained in one .pts file. The

remaining elevation data from the input .pts file is simply copied to the output .pts file

for later use by krige (see Section 4.4.4 below); if no output .pts file is specified, output

is written to stdout. It should be noted that, even though three different models are fitted

to the data, krige only uses the spherical models generated at 0* and 90' to perform the
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desired estimations.

As mentioned in Chapter 111, the -ariogram model fitted to the experimental var-

iogram may not be adequate for kriging. Preliminary testing showed that the spherical

variogram model seemed to exhibit more error near It = 0 when compared to the experi-

mental ariogram to which it was fitted, artificially raising or lowering the nugget effect.

If the size of the neighborhood used during kriging is small with respect to the extent of

the experimental variogram, most weight calculations will be based on this erroneous part

of the variogram. To help catch cases like this, varf it checks for a negative nugget Co;

it is reset to zero if it is only slightly negative with respect to the variogram sill, or the

program exits with an error message if the nugget is negative with a magnitude greater

than 10% of the sill. Errors are also produced if the range a is negative or the nugget

Co is greater then the sill C + Co. Other inaccuracies in the variogram model may cause

problems during kriging, but these must be caught by inspection and the variogram model

must be modified by hand.

In addition to the output .pts file, varf it optionally produces a descriptive vani-

ogram file containing a listing of the experimental variograms and the variogram models

generated, along with other information from the variogram fitting process. A plot file

is also produced if desired; this file simply contains the x, y pairs of the experimental

variogram.

4.4.4 krige. The program krige accepts as input a standard .pts file that con-

tains spherical variogram model parameters for both 0' and 90' as generated by varfit.

If this file is not specified, input data is read from stdin. This program performs two basic

functions: the kriging estimation of elevations at positions not provided in the input .pt

file, or the selection of a subset of elevation posts from those provided in the input .pts

file such that the error variance is minimized.

* Kriging Estimation. The basic function of krige is to estimate the elevations

at unsampled points directly using the methods described in Chapters II and III.

Estimates are made based on the sampled data and spherical variogram model pa-

rameters provided through the input .pt file. This input data need not be gridded,
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but the estimates are always made at the vertices of a regular grid whose spacing

is specified by the user. If vertices from this new grid coincide with points in the

input .pts file, the elevation value at these points are used in place of the estimates;

otherwise the weighted sum estimator as described in Chapter II is used. The error

variances of the estimates can also be written to a separate .pts file for additional

analysis if desired.

a Error Variance Minimization. Several methods for data set minimization based

on the error variance or largest difference vuere presented in Chapter III; this program

implements the two methods developed by Brodkin (2). The first method creates

a minimal data set based on adding points from the original data set at positions

of maximum error variance until the maximum error variance is less than a given

threshold called the maximum variance. The technique presented in Chapter III of

replicating a pattern of initial points over the output grid and adding new points

simultaneously to each of these patterns is used by this program.

The second method minimizes the data set by adding points from the original data set

at positions where the difference between the actual elevation and the kriged estimate

of the elevation is maximum; this is continued until this maximum difference is less

than a given threshold called the largest difference. This method also uses the pattern

technique described in Chapter III. Both methods are described in Brodkin (2).

This program uses universal kriging with linear drift in both of the above appli-

cations to estimate elevations at unknown positions and to compute an error variance

associated with the estimations; however, the program is easily modified to account for

either quadratic drift or no drift. The neighborhood used during estimation is defined by

the range of the spherical variogram model as described in Chapter I1; this range may be

artificially constrained to obtain quicker but less accurate estimates. The sill of the spher-

ical variogram model is used as the variance of the data set; this value is used to compute

the covariances needed in the kriging system of equations as presented in Chapter I. The

linear and De Wijsian variogram models, although provided in the .pts file by varfit,

are not used by this program.
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As described in Chapter III, the estimation process implemented in krige may be

computationally intractable when applied to the reduction of dense terrain elevation data.

Therefore, the neighborhood size used by krige to estimate an elevation can be artificially

constrained to obtain a less then optimal estimate where an optimal estimate would be

either too time and CPU intensive. One method of constraining the neighborhood is

to lower the actual range of the spherical variogram model used to perform estimation.

This would affect the optimality of the resulting estimations not only by restricting the

number of points in a neighborhood but also by changing the covariance function that

the remaining kriging weights are based on. Another way krige allows the neighborhood

to be constrained that does not change the covariance function is by hmiting the buckets

searched when determining the points in a neighborhood. All elevation data in krige is

stored in buckets corresponding to output grid vertices (see Section 3.3) and these buckets

are searched for points that may lie in a estimated point's neighborhood by starting with

the bucket corresponding with that estimated point and working outward. krige allows

the user to specify how many steps outward this bucket search may progress, but as a

safeguard it automatically limits the number of steps to include not more than 250 points.

This is a course constraining control, as a single bucket may still contain too many points

to perform graceful estimation.

As described in Chapter III, geometric anisotropy is handled in krige by using an

anisotropy ratio k. The z component of the distance between the position with known

value and the position to be estimated is scaled by k = before using the distance

to compute a semi-variance or covariance. However, this program is not robust enough to

handle zonal anisotropy effectively. As zonal anisotropy is characterized by different sills in

different directional variograms, krige simply averages the two sills to avoid this problem.

It is recognized that this may make the estimates slightly less optimal, but it is the only

effective way to automate the disposition of zonal anisotropy

4.4.5 rebuild. Any elevations estimated by krige are based on the residuals of

the sampled elevation data as calculated by resid. Therefore, the global trend must be

added back to the kriged .pts file in order to have a true representation of the terrain.
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The program rebuild reads the polynomial trend coefficients from the header of the input

.pts file and adds the trend polynomial back to the elevation data in the file. Input is read

from stdin if no input .pts file is specified; the results are written to the output .pts or

to stdout if no output file is specified. The polynomial trend coefficients are reset to zero

in the output .pts file so that an inadvertent second pass will not corrupt the elevation

data.

As stated above, it is not necessary to remove global trend before kriging. If resid is

not run on the data before kriging, no polynomial trend coefficients are placed in the header

of the .pts file, and rebuild, if run, will not add anything to the resulting elevations.

Therefore rebuild can be considered an optional pipeline step if resid is omitted.

4.4.6 partition. In order to attempt to handle zonal anisotropy, partition par-

titions the terrain elevation data from an input .pts file into multiple output .pts files

according to the following method originally presented in Chapter III:

1. Sum the values over every row and every column.

2. Reset the values of the rows/columns sums to the average of the rows/columns sums

within a window of width n around that particular row/column; n is provided by the

user.

3. Determine the median of the row sums and the column sums.

4. Label each row/column as to whether its sum is higher or lower than the median.

5. Partition the data set along horizontal boundaries where the row sums transition

from above the median to below the median or from below the median to above the

median. Create vertical boundaries in a similar fashion with column sums.

This method divides the block of terrain elevation data in a .pts file into multiple

sub-blocks that are homogeneous with respect to their average elevation. The input can

be accepted from stdin, but each of the sub-blocks are written to a separate output .pts

file; the files are named according to a user-specified filename forinat. As output cannot

be written to stdout, this program, if used, breaks the terrain modeling pipeline; multiple
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smaller pipelines may be re-started using each of the resulting .pts files. This pipeline

break is shown as a dashed line in Figure 4.2.

4.5 Summary

This chapter presented an overview of the tools and utilities implemented as parts of

the polygonal terrain modeling system referenced in the research objectives in Chapter I.

Implemented in two phases, all the tools described above are designed to interface with

each other via the .pts file and its header. Used together, these tools build a polygonal

terrain model based either on simple filtering of the DTED or on kriging estimations of

elevations not provided by DTED. These tools are used in Chapter V to demonstrate the

effects of both forms of terrain modeling.
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V. Results

This chapter presents the results of using the terrain modeling pipelines presented

in Chapter IV to generate accurate and realistic polygonal terrain models from dense

terrain elevation data. This chapter is organized into three parts. First, the results of

using the basic terrain modeling pipeline that implements data filtering techniques are

presented in Section 5.1. This system provides discrete control over the complexity of the

resulting models, but no direct control over realism is available and there is no measure

of accuracy. Second, the results of using the enhanced terrain modeling pipeline that

incorporates kriging estimation techniques are presented in Section 5.2. This system allows

the complexity of the model to be controlled and ensures the accuracy of the resulting

model by guaranteeing that the error variance is as small as possible for a linear weighted

sum estimator. Finally, Section 5.3 briefly discusses the use of data set minimization as

implemented in the enhanced terrain modeling pipeline to provide a means of controlling

the accuracy (as opposed to the complexity) of the resulting model. All of these sections

provide images generated from models built with their respective techniques and rendered

by Brunderman's Database Generation System (DBGen) (3). All terrain models are based

on the four DTED Test Cells as presented in Chapter I and again in Table 5.1 (Note

that this is not the same set of DTED Evaluation Cells used in Chapter III to evaluate

and support the development of the kriging methodology). This chapter concludes with a

summary of the results. These results show that kriging does provide a finer control of a

model's complexity than filtering techniques but a degree of realism is sacrificed.

DTBD Test Cel #1 36l0 N x 1130 W (Grand Canyon)
DTED Test Cell #2 360 N x 118' W (Death Valley)
DTED Test Cell #3 38' N x 121' W (Sierra Nevada)
DTED Test Cell #4 370 N x 123' W (San Francisco Bay)

Table 5.1. DTED Test Cells
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5.1 Terrain Modeling using Filtering Techniques

The basic terrain modeling pipeline (the Phase I system shown in Figure 4.1) suc-

cessfully creates accurate and realistic terrain models for use by systems using Brunder-

man's GDMS. Figures 5.4 - 5.7 show images of terrain models built using this modeling p
pipeline. Based on the filtered DTED resolution used by others (23)(31) and on the early

performance of the Database Generation System (DEGen) (3), a standard terrain model

resolution of approximately one elevation post per mile was established for the purpose of 4
testing these terrain modeling systems. Therefore, the models presented here are generated

from DTED Test Cells filtered to one elevation post per arc minute of latitude or longitude

(approximately one nautical mile); this corresponds to using every 20th data point in the

original DTED file. Each model is of an entire DTED cell modeled at a single level of de-

tail. The polygons are colored using the vertex coloring scheme described in Chapters III

and IV, and to enhance the realism of the images, the z elevations are exaggerated by

scaling them to five times their original values after the x and y values were scaled to the

same units as z.

Figures 5.8 and 5.9 are images of terrain models generated from portions of DTED

Test Cells #1 and #2, respectively, using elevation posts at a higher level of resolution than

above. Each model is built from a 10 arc minute (latitude) by 10 arc minute (longitude)

area from their respective DTED cell as selected by dtod2pts; no filtering of the elevation

data was performed. The first model covers an area from 36'20' N to 36'30' N latitude

and from 112*30' W to 113140' W longitude as extracted from DTED Test Cell #1, while

the second model covers an area from 36'20' N to 36'30' N latitude and from 117030 ' W to

117*40 ' W longitude as extracted from DTED Test Cell #2. For comparison, Figures 5.10

and 5.11 are images from models built from the same terrain areas filtered to every 20th

elevation post. As before, all of these models are at a single level of detail and use vertex

colors; elevations are also exaggerated to five times their original values. These images

demonstrate that terrain models of varying sizes and resolutions can be generated using

this modeling pipeline.

Figure 5.12 shows the use of a multiple-level-of-detail terrain model built by the basic

terrain modeling pipeline and rendered by DBGen; tl,.s image demonstrates the ability of
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this terrain modeling system to build an accurate and realistic terrain model whije con-

trolling the model's complexity through the use of multiple-level-of-detail. This image also

demonstrates the coloring of polygons in an alternating fashion discussed in Chapter IV

in order to enhance the terrain texture. As described in Chapter IV, this is done by not

specifying the use of vertex colors when running pts2geom. This image is built from the

DTED Test Cell #1. Again, all elevations are exaggerated to five times their original

values to obtain this model.

This complete multiple-level-of-detail terrain model was built by first extracting el-

evation data from the DTED at three different resolutions into three .geom files using

dted2pts. The low level model uses elevation posts separated by 6 arc minutes of latitude

or longitude (approximately 6 nautical mile), the medium level model uses elevation posts

separated by 3 arc minutes of latitude or longitude (approximately 5 nautical miles), and

the high level model uses elevation posts separated by 45 arc seconds of latitude or longi-

tude (approximately 0.75 nautical miles). To be used as a multiple-level-of-detal terrain

model, each of these sets of elevation posts were subdivided by pts2geom into a 10 x 10

grid of 100 smaller terrain models, each covering a square region of 6 arc minutes latitude

by 6 arc minutes longitude; each of these smaller models were placed in separate .geom

files, connect was used to build the corresponding pair of database files in order to mesh

the models together for Brunderman's GDNIS.

As shown above, the basic terrain modeling pipeline yields models whose complexity

is controllable only by varying the resolution that the original terrain elevation data is

sampled. However, this sampling resolution can only be modified in discrete steps. Also,

the realism of such models seems related to the inverse of this resolution and therefore varies

from model to model. No measure of accuracy is available with this modeling system.

5.2 Terrain Modeling using Kriging

This section presents the results of using the enhanced terrain modeling pipeline

(the Phase II system shown in Figure 4.2) to generate terrain models. This pipeline

uses resid, varf it, krige, rebuild, and partition to perform kriging estimation in

conjunction with terrain modeling. The goal of this system is to model terrain using a
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regular grid of triangular polygons where the grid resolution may not coincide with the

elevation posts in the original DTED; kriging estimation is performed if a desired grid point

does not coincide with a DTED elevation post. This model should alkw the complexity

and realism to be controlled while ensuring maximum accuracy in terms of minimum error

variance. To address problems with this system as they arose, three different variations of

terrain modeling are described. First, this system is used to attempt to generate gridded

terrain models from unfiltered full-cell DTED. As this proved memory and time extensive,

this system is next used to build terrain models from filtered full-cell DTED. Finally, to

show what this system could do if time and memory restrictions were not a problem, terrain

models are built by kriging only small portions of unfiltered DTED cells. The following

sections describe the effects and results of each of these variations.

5.2.1 Kriging From Full Resolution DTED. Kriging can be used to to estimate the

elevation of any point that may be necessary in a desired terrain model but that may not

be present in the original DTED data. The most basic way of doing this is to build a

terrain model covering an entire 1 x 1 DTED cell and to base any kriging estimation on

the 1,442,401 (1201 x 1201) elevation posts of an entire unfiltered DTED cell. An example

of this would be to desire a terrain model based on a grid of 62 x 62 elevation posts (grid

spacing of 0.98 arc minutes latitude or longitude) from the full DTED cell. Assuming the

desired grid is regularly spaced (an assumption always made throughout this thesis), then

only the corner positions of the new grid would have corresponding elevation posts in the

DTED cell. Other grid locations would have to be estimated using kriging.

A terrain model as described above would be built as follows. First, the entire DTED

cell at its finest resolution would be selected using dted2pts; global trend would then be

removed from the elevation data using resid and a variograin model would be generated

based on the resulting residuals using vaf it. krige would then be used to estimate the

elevations over the new grid based on the elevation data and the variogram parameters in

the .pts file. The resulting .pts file would contain elevation data based on the new grid,

and rebuild, connect and pts2geom would then be run on the elevation data to finish

generating the terrain model.
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As suspected in Chapter III, a major problem was encountered using this approach:

the quantity of data that must be processed when using an entire cell of full resolution

DTED (1,442,401 elevation posts) is much too great to be processed by most programs in

this system. dted2pts does not have a problem with the quantity of data to be processed

as it simply filters the elevation data and does not store it; likewise, rebuild and connect

are also designed to handle the dense data. Although resid encounters memory problems

when using such large amounts of data (as all elevation data must be read in before a global

trend polynomial can be determined), this program can be instructed to use a polynomial

fitted to a filtered version of the same DTED to remove the global trend from the unfiltered

DTED. In this case resid needs only write the residual data out as the elevation data is

read in and memory problems are avoided. However, the current implementations of

varfit, pts2geom and krige cannot avoid memory problems using such large data sets

on any machine that was accessible. For example, on a Sun 4/260 with 32 Mbytes of

real memory and 50 Mbytes of virtual memory, the process aborted because of memory

problems, and on a Silicon Graphics 4D/310 with 8 Mbytes real memory and 40 Mbytes of

virtual memory, the process thrashed for over 36 hours and had not even started estimating

the first point on "'me new grid. Modifyin6 the methods incorporated in this system as

discussed in the recommendations below may help alleviate these problems.

5.2.2 Kriging From Filtered DTED. Seeing that the original DTED is too dense

to be processed by the kriging programs developed for this thesis, a less-optimal method

of using kriging to develop a terrain model is to first filter the DTED and use this less-

dense data in the kriging processes. An example of this application would be to take a

10 x 1P DTED cell with elevation posts originally spaced by .05 arc minutes of latitude or

longitude and extract every 20th eevation post to a .pts file with dted2pts; this would

create a grid of 61 by 61 elevation posts, each separated by 1 arc minute of latitude or

longitude. Using kriging to generate a terrain model based upon this new grid is similar

to the generation of a terrain model from full resolution DTED using kriging, although

memory requirements would be less.

Using the enhanced terrain modeling pipeline to model terrain in this manner brought
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to light other problems related to the specific implementation of krige and to kriging in

general. The range of a spherical variogram model generated from a full resolution DTED

cell typically ranges from 10 to 30 arc minutes of latitude or longitude (approximately 10 to

30 nautical miles). (The range and the other spherical variogram model parameters usually

vary little between different resolutions of elevation data from a particular DTED cell, but

these parameters do vary between individual cells and between a cell and its partitions; the

experimental variograms and spherical variogram models fitted by varf it for the DTED

Test Cells are provided in Appendix C.) krige attempts to use this range as the radius of

the kriging neighborhoods within this DTED cell. The number of elevation posts within

10 to 30 nautical miles of a position being estimated in full resolution DTED may be over

100,000; even if the DTED is filtered to 1/400th of its original density (as would be the

case if every 20th elevation post was used), there may still be 400 elevation posts in the

neighborhood of a position being estimated. krige must solve a system of equations that

contains one unknown for each of the known elevation posts in the neighborhood; a system

of equations with even 400 unknowns would take an enormous amount of time to solve even

if the LU decomposition and backsubstitution method for matrix inversion could handle

it.

For this reason krige allows the user to limit the neighborhood size in the manner

discussed in Chapter IV and Appendix D. This is also the reason that krige limits the

number of points considered in any neighborhood to 250. Hlowever, limitations such as

these cause the resulting estimates to be based upon what can be a inaccurate part of the

variogram model near h = 0, as shown in Appendix C. McGee (30) actually shows the

effects of using a more accurate variogram model than produced by varf it; however, this

thesis effort relied solely on the variogram models provided by varfit. Even allowing for

the less optimal estimates resulting from these neighborhood limitations, kriging an entire

terrain model in this fashion may still yield a very time intensive problem. lowever, it

does ensure that at least a non-optimal kriged estimate can be determined for every desired

point so that a terrain model of some sort can be built and evaluated.

This application of kriging was performed using the four DTED Test Cells listed in

'Table 5.1 first filtered to a grid of 61 by 61 (a grid spacing of 1.0 arc minutes of latitude
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or longitude). Figures 5.13 - 5.16 are images of-a terrain models generated from a 62 by

62 grid of elevation posts (grid spacing equal to 0.98 arc minutes of latitude or longitude)

that were kriged from DTED Test Cells #1, #2, #3, and #4 respectively, first filtered as

described above. Since only the positions at the corners of the new grid corresponded with

elevations posts in the filtered DTED, every elevation post in the resulting terrain model

except for these corner posts was estimated using kriging. The kriging neighborhood size

for all of these models was limited to approximately one-sixth their original size as discussed

above. For comparison purposes, the four images generated from these kriged models are

based on the same approximate viewpoints and viewing directions as the images generated

from the filtered models of the same DTED cells (Figures 5.4- 5.7, respectively).

Although built from the same DTED, the terrain built with kriged estimates ap-

pears smoother than the terrain built by filtering. Thib is referred to as the "smoothing

effect" by David (11). David indicates that this smoothing is unavoidable, since kriging

underestimates high values and overestimates low values, resulting in the estimated values

being less variable than the real values (11:256). For terrain modeling, this smoothing is

undesirable, as many other terrain m,,deling techniques not only seek to retain the existing

detail in a terrain description but seek to enhance or "amplify" it as well (44)(26)(37)(32).

Although this "smoothing" could be used to describe all the differences between the

models built by filtering DTED and those built using kriging, other factors inherent in

this implementation of kriging may be enhancing this effect. One possibly is that since the

kriging estimation is performed using data that contains less of the original terrain data

than full resolution DTED, the remaining detail might seem insignificant to the kriging

weighted sum estimator. Another possible factor is the limitation that krige places on

the number of points in a neighborhood of a point being estimated.

One major source that may contribute to this smoothing is poor removal of global

trend. The residual terrain elevation data provided by resid may not be similar enough to

a true regionalized variable, as this data may not be totally stationary. Elevation shaded

2D images of the four DTED tests cells both before and after global trend removal with

resid are shown in Figures 5.17 - 5.20. Since the removal of trend would result in a more

uniform grey level in the image, these figures seem to indicate that a great deal of the
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Figure 5.1. The Effect of Trend in Kriging - Original Grid

original trend is still present. An example of how trend may produce a smoothing effect

is shown in Figures 5.1 - 5.3. Figure 5.1 is of 25 elevation posts arranged on a 5 x 5 grid

such that strong trend is exhibited. Figures 5.2 and 5.3 are of terrain models built from

this original gird with krige and the other kriging utilities; the kriged grid in Figure 5.2,

at 21 x 21, has no vertices coinciding with the original grid vertices, while the kriged grid

in Figure 5.3, at 20 X 20, has vertices that coincide periodically. The same smoothing that

is exhibited in the terrain models above are apparent in these grids produced by kriging.

Another major source of this smoothing may be that insufficient structural analysis

is performed by varf it while generating a variogram to characterize the terrain elevation

data in a cell. Inspection of various experimental variograms and the models fitted to them

by varf it (see Appendix C) reveals many inaccuracies in the fitting methodology. Z.nal

anisotropy may also result from insufficient structural analysis, as the variogram generated

to represent the entire surface area may not characterize the terrain equally well in all areas

of the cell. The only method implemented of handling any zonal anisotropy that may be

present in the elevation data is by using partition, and this utility was never fully tested

in this effort.

5-8



Figure 5.2. The Effect of Trend in Kriging - Kriged Grid at 21 x 21

Figure 5.3. The Effect oflTrend in Kriging - rige(I Grid at 20 x 20
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.DTED Test Cell Number Error Variance 99% Confidence Interval
DTED Test Cell #1 26590.63 m2  478.40 m
DTED Test Cell #2 43131.96 m2  ±1246.09 m
DTED Test Cell #3 22308.78 m2  *896.17 m
DTED Test Cell #4 4447.49 m2  ±400.14 m

Table 5.2. Error Variances for Kriged Terrain Models

Chapter III presented the error variance resulting from the estimations as a possible

measure of accuracy for the terrain model generated. The error variances of the individual

estimates can be used to calculate confidence intervals for each of the individual estimates

as shown in Chapter 11. llonever, it is difficult to make any quantitative statements con-

cerning accuracy based on such a large amount of error information. Similar calculations

can be made concerning the entire estimated terrain surface using the maximum error

v~riance for that surface, and Table 5.2 provides the 99% confidence intervals for the four

kriged terrain models generated above. The significance of these confidence intervals can

be judged by comparing them to the range of elevatious in each cell. DTED Test Cell # I

contains elevations between 548 m and 2805 m, DTED Test Cell #2 contains elevations

between -58 in and 3322 m, DTED Test Cell #3 contains elevations between 40 m and

2915 m, and DTED Test Cell #4 contains elevations between 0 in and 894 m.

The confidence intervals are very different between the four terrain models. This

may indicate that a different amount of detail was preserved in the four models, but this

difference in preserved detail, if it exists, may be primarily due to the fact that the different

terrain areas characterized by these models have very different amounts of omiginal detail

that can be preserved. llowevez, this measure of accuracy is of little use in modeling

terrain with this specific application of kriging since kriging already assures that for a

desired output gridsize, this error variance is minimized. Also, in light of the smoothing

discussed above, it is unclear how this type of accuracy measure relates to the quality of

the resulting terrain model. More experimentation is needed to fully understand how this

error variance relates to desirable characteristics in terrain models.
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5.2.3' Krigingfrom a Partial DTED Cell. In light of the difficulty ofkfiging based

on a full DTED cell and the smoothing resulting from kriging based on filtered DTED,

a third possible application of kriging to terrain modeling is to partition the full DTED

cell into smaller blocks and to extract new elevation estimates based solely on the data

within the same block. This technique should require less memory and may reduce the

smoothing due to the density of the elevation data. Partitioning could be performed using

partition as described in Chapter IV, but for this effort, partitioning was accomphshed

simply by specifying latitude and longitude boundaries to dted2pts when generating the

original .pts file.

This technique was performed on two different partial cells of DTED. The first

is a 10 arc minute latitude by 10 arc minute longitude portion of DTED Test Cell #1

(36'20'N x 112o30'W to 36030'N x 112040'W). The second is a 10 arc minute latitude by

10 arc minute longitude portion of DTED Test Cell #2 (38*20'N x120'30'W to 38'30'N

xl20'40'W). These are the same two partial cells used in Section 5.1 above to demonstrate

terrain modeling by filtering. Each of these partial cells contain elevation posts arranged

on a 201 by 201 grid with grid spacing equal to .05 arc minutes of latitude or longitude

(full resolution). Terrain models were generated from these partial cells using krige on

a grid resolution of 11 by 11 (grid spacing of 0.909 arc minutes of latitude or longitude,

roughly equal to the grid spacing of 1 arc minute used by the terrain models generated by

the methods above). Larger partial cells proved to contain too large a volume of data to

krige successfully; using kriging to build terrain models from these small 100 x 10' blocks

took approximately ,t8 CPU hours on a Silicon Graphics 4D/220.

The experimental variograms and spherical variogram models for these two partial

DTED cells are shown in Appendix C. Many of the other full-resolution partial cells

studied in this thesis provided more erratic experimental variograms. Although varfit

tried to fit a spherical variogram model to each of these experimental variograms, many of

these models were inappropriate simply because the erratic experimental variogram did not

resemble a spherical model. Several of these erratic variograms were actually fitted with

invalid models indicated by negative nuggets Co or negative ranges a. The two partial cells

used in this discussion were chosen because of their well behaved characteristics, better
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DTED Test Cell Number Error Variance 99%Confidence Interval
DTED Test Cell #1 8497.93 m :E553.11 m
DTED Test Cell #2 1519.61 m2  ±233.89 m

Table 5 3. Error Variances for Kriged Terrain Models Based on Partial DTED Cells

structural analysis methods need to be developed in order to fully automate the use of

these partial cells.

Images rendered from the terrain models built with this technique are shown in

Figures 5.21 and 5.22. This model does not seem to show the same smoothing as exhibited

in the models referenced above. Several reasons may account for this. First, the elevation

posts in the neighborhoods are not filtered, so more real detail remains to generate kriged

estimates from. Even though the neighborhood size was restricted by krige as for filtered

DTED cells, this restriction has less of an effect, for the ranges of the spherical varlograms

associated with these partial cells are also noticeably smaller. This seems to avocate the use

of non-restricted neighborhoods using full resolution DTED, if this were computationally

possible. This may also advocate the use of methods that partition DTED cells into zonally

isotropic blocks. The partial cells used here may only provide better results because they

happen to be more isotropic than a DTED cell as a whole.

Table 5.3 presents the maximum error variances and 99% confidence intervals for

these two models These error variances are lower than the error variances of tile terrain

models produced by kriging based on filtered DTED, indicating that for these small areas

the terrain models produced by kriging may be more accurate. This indicates that the

error variance may have some usefulness as a measure of accuracy, but again, more exper-

imentation is needed to fully understand how this error variance relates to the quality of

the resulting terrain model.

To be useful, these partial cells need to be meshed together into one large terrain

model. Although the terrain modeling pipeline can do this, several potential problems

exist. First, as mentioned above, varf it is not able to generate a valid variogram model

for all partial cells. Second, the smaller cells mean that more estimates were made near

5.12



I

the edge of a cell, yielding even less optimal estimates for many of the resulting elevation

posts. Finally, the partial cells as presented here may be too small to make it practical to

generate a terrain model in this fashion.

5.3 Terrain Modeling using Minimization With Respect To Error Variance.

The final technique tested is the selection of a minimal set of elevation posts from full

resolution or filtered DTED based on minimum error variance. The goal of this technique

is to provide a way of modeling terrain based on a desired accuracy; this technique allows

the user to specify a maximum acceptable error variance instead of a desired resolution.

However, this technique did not prove beneficial to terrain modeling, although many of the

problems encountered were based on the way this method was implemented.

krige uses Brodkin's method of minimization as described in Chapter IV when gen-

crating a minimal data set. This method builds the minimal data set as a series of regular

patterns. The regularity occurs because new points are always added at the position of

maximum error variance, and since the variogram model used to generate the estimates

and the error variances is a non-decreasing function, the maximum error variance always

occurs at the point the fartherest distance from the points already selected. If the original

elevation data is gridded, the patterns are very similar to patterns generated by filtering

the DTED. These patterns are filled in with DTED elevation posts until the maximum

error variance is below the specified threshold.

In experiments, this error variance threshold seemed t( have some relation to the

variogram and the resulting density of elevation posts in the minimal data set, but the

exact correlation was never apparent. Also, as this threshold is related to the specific var-

iogram of the terrain area under consideration, no "feeling" for 'he effect of this threshold

across different DTED cells could be determined. As stated in Sections 5.2.2 and 5.2.3

above, it seems that more experimentation is needed to fully understand how this error

variance relates to the quality of terrain models. No terrain models generated using this

minimization technique are presented here due to their similarity to filtered DTED terrain

models.
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A hypothesis in Chapter III stated that elevation posts extracted from a minimized

data set using kriging techniques might characterize the terrain better than any other

method. As the minimized data set is almost identical to a filtered data set, a kriged grid

of elevation posts from this set would not characterize the original terrain data any better

model than a simple filtered version of that data.

5.4 Summry

This chapter presented the results of using the terrain modeling tools and the terrain

modeling pipeline presented in Chapter IV to generate accurate and realistic polygonal ter-

rain models by reducing dense terrain elevation data. The basic terrain modeling pipeline

did provide some control over the complexity of the resulting terrain model by allowing

the user to adjust the DTED sampling interval, but the realism varied with the specific

model under consideration and there was no measure of the model's accuracy. The en-

hanced terrain modeling pipeline encountered several limitations primarily due to memory

requirements. In cases where it did work, this system provided a finer level of control over

the model's complexity by allowing estimation posts not available in the original DTED to

be used; these elevations were estimated using kriging. lowever, realism suffered due to

smoothing and the error variances did not provide adequate measures of accuracy. Using

small sections of DTED cells, it was shown that kriging should be able to generate accurate

and realistic terrain models if the computational and memory restrictions could be over-

come. The technique of minimization with respect to error variance allowed terrain models

to be built by controlling the desired accuracy, but such models were built by uniformly

increasing the terrain grid resolution to decrease the error variance, and the result was

smilar to filtering. With no "feel" of how to interpret the error variance threshold, this

technique proved of little use. Conclusions based on these observations are presented in

Chapter VI.
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Figure 5.4. Terrain Model Built by Filtering DTED Test Cell #1

Figure 5.5. Terrain Model Built by Filtering DTED Test Cell #2
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Figure 5.6. Terrain Model Built by Filtering DTED Test Cell #3

Figure 5.7. Terrain Model Built by Filtering DTED Test Cell #4



Figure 5.8. Terrain Model Built from a 10' x 10' Portion of DTED Test Cell #1 (Full
Resolution)

Figure 5.9. Terrain Model Built from a 10' x 10' Portion of DTED Test Cell #2 (FuAl
Resolution)
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Figure 5.10. Terrain Model Built from a 100 x 10' Portion of DTED Test Cell #I
(Filtered)

Figure 5.11. Terrain Model Built fromn a 100 x 100 Portion of DTED Test Cell #2
(Filtered)



Figure 3.12. linage of NIultipe- Level-of-Det ail Terrain Model Built fromn DTED Test Cell
#1



Figure 5.13. Terrain Model Built by Filtering then IKriging DTED Test Cell #1

Figure 5.14. Terrain Model Built by Filtering then Kriging DTED Test Cell #2
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Figure 5.15. Terrain Model Built by Filtering then Kriging DTED Test Cell #3

Figure 5.16. Terrain Model Built by Filtering then Kriging DTED Test Cell #4
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Figure 5.17. Elevation-Shaded 2D Image of Non-Residual (left) and Residual Data (right)
from DTED Test Cell #1

Figure 5 18. Elevation-Shaded 2D Image of Non- Residual (left) and Residual Data (right)
from DTED Test Cell #2
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Figure 5.19. Elevation.Shaded 2D inage of Non-Residual (left) and Residual Data (right)
from DTED Test. Cell #q

Figure 5.20. Elevation-Shaded 2D Image of Non-Residual (left) and Residual Data (right)
from DTED Test Cell #4
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Figure 5.21. Terrain Mod 'el-Built by Eriginga 100 x 100 Portion of DIED Test Cell #1
(Fuill Resolution)

Figure 5.22. Terrain Model Built by lkriging a-100 x 10' Portion of DTED Test Cell #2
(Full Resolution) 1
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j! I
VL Cionclusions and Recommendations

This thesis investigates the applicability of kriging as a terrain elevation estimation

technique. ltalso presents.the implementation and testing.of a terrain modeling system

that applies kriging to discrete terrain elevation data such as DTED. This chapter presents

conclusions and recommendations based on the results of using this terrain modeling system

to reduce dense terrain elevation data in order to build accurate and realistic terrain models.

6.1 Conclusions

Some of the specific conclusions discussed in Chapter V are reiterated below:

* Whole cells of full resolution DTED are the most desirable units of terrain elevation

data to use to produce kriged terrain models simply because of the ease of use.

However, this type of terrain elevation data provides too great a volume of data to

perform kriging estimations using the currently implemented methods.

* The current implementations of the kriging methods can not solve the systems of

equations needed to obtain the kriging weights when the kriging neighborhoods con-

tain more than a couple of hundred elevation posts, and even for smaller numbers the

time needed to generate an entire kriged model is prohibitive. The techniques used

to alleviate these problems also reduced the accuracy of the resulting estimation.

e Kriging as implemented and used in this thesis tends to smooth the terrain elevation

data, masking detail that may have been present in the original terrain elevation

data.

* The terrain elevation data as used in this thesis may not exhibit the characteristics

of a true regionalized variable: the implemented methods of removing global trend

may not remove a sufficient amount of such trend to make kriging accurate, and

zonal anisotropy within terrain elevation data may also be a problem not sufficiently

addressed in this thesis. Both of these problems point to insufficient structural anal-

ysis.



* Filtered'DTED cells, althofigh containing an amount of data small enough to perform

kriging in a practical sense,, may not preserve the terrain detail necessary for reallstic

terrain models. Partial DTED cellsvare also small enough to successfully krige, but

their erratic behavior makes:varidgram generation difficult.

e The error variancemay provide a measure of accuracy in terms ofthe amount of

overall terrain detail preserved, but the measure has no intuitive "feel' across different

terrain areas to be useful.

9 The minimizing methods implemented achieve no better, results than filtering the

DTED data, as the error variance measure of accuracy is not well understood for

terrain models.

The overall conclusion is that kriging as implemented for this thesis effort does not

reduce terrain elevation data well for terrain modeling applications. There is documenta-

tion of kriging's effectiveness in minimizing data sets such as Magnetic Resonance Imaging

(MRI) scans (2) and in the enhancements of satellite imagery (30); both of these efforts

used the same implementation of kriging as presented in this thesis. However, kriging dces

not perform well for the purpose of reducing large volumes of dense data such as DTED

to create accurate and realistic terrain models. This failure seems to be directly related to

the volume and density of the DTED and the failure to recognize that the desired result

of data reduction - characterizing an area of data by only one point in such a way that

the detail in that area is preserved - is fundamentally different than the resuits obtained

from kriging - characterizing the data at any exact point based on analysis of surrounding

data.

Kriging may show promise in estimating terrain elevations where the initial terrain

elevation data set is considered sparse. Additionally, kriging may prove to be useful in

providing elevations between TED posts for applications that need terrain elevation data

at a denser resolution than provided by DTED. Also, such a sparse elevation data set could

be generated by hand to build a synthetic terrain surface. A user could place elevation posts

only where significant detail is needed, and kriging would estimate other elevation posts on

a regular grid based on these few given elevation posts and an assumed variogram. This
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technique would also allow niodels buiW frorfi such sparse data sets to be easily modified by

-manipulating the sparse elevation data before kriging; mountains, chiffs, and other features

cantbe moved 6rscaled'easily-by moving or scaling selected data points in the sparse data

set, and the-overall "roughness"niay~be Variable using:different variograms.

6,2 Wecinmendations

As noted above, several problems arose during kriging thatoare associated with either

the density or the volume of the DTED used or the inaccuracies resulting from the reduction

of the DTED using kriging. Listed below are several recommended modifications to the

kriging estimation msthods implemented inthis thesis that may improve the performance

and/or the results of terrain modeling using kriging.

* krige is a natural candidate for parallel processing. If n elevation estimates need to

be made, n separate systems of equations need to be solved and n weighted sums need

to be calculated. kriga currently performs these iterations using a loop construct,

so the re-implementation into parallel code could be easily performed.

* The technique of dual kriging, briefly mentioned in Chapter II, avoids the time con-

suming step of solving for the kriging weights for each estimate by modeling the

weights as a function of distance. This technique should greatly reduce the time

necessary to determine a kriged estimate.

* As the technique of matrix inversion using LU decomposition and backsubstitution

becomes unstable for large matrices, other techniques need to be considered. One

possible technique, although not necessarily faster, is to iteratively apply the inver-

sitn by blocks techniquepresented in Chapter III, starting with a small portion of

the matrix and eventuallyinverting the entire matrix.

* In general, the structural analysis processing done by resid and varf it needs to be

more robust. Since resid does not seem to remove a sufficient amount of global trend,

perhaps a different method of removing trend needs to be explored or a different type

of trend needs to be removed. In the later case, trend based on a periodic function

may remove more trend from terrain data than trend based on a polynomial. Also,
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as notedi the conclusions above,. thevariogram, modelgererated I by Varf it may

-not correspond with the actual variogram viy well; this may be improved with a

better model fitting 'agorithm, or even by generating modelIsvariograms by hand.

* Asmentioned in, the conclusions, partitioniig the terrainelevation data wouldhelp

to ensure zonal isotropy, ifthe partitioning is~perforined properly. Certainly the use

of the partition program needs to b5e'bxplored'fhrthir. However, another possible

technique to partition, an area of residual terrain:levation data is to divide the

subject area into quads and generate directional variograms on each quad; if any of

the directional variograms are dissimilar to the corresponding directional variograms

generated from the parent area, repeat the division and variogram generation process

on this particular quad. Continue this until the directional variograms of the four

quads of an area are similar, then re-combine these quads into one area. As this

technique uses the actual variogram as a measure of anisotropy, this should yield a

patchwork of sub-areas thatare each zonal isotropic.

* Another potential partitioning method requires the generation of mini-variograms

over a series of small windows in the terrain data set. These variograms should be

analyzed for significant changes; the window position where a significant variogram

change takes place should indicate a position where the terrain characteristics change

significantly. The terrain can then be partitioned along boundaries determined by

this method before kriging is performed. However, a better understanding of the

characteristics of a varlogram model and their relationship to terrain texture and

detail is needed before this method can be fully implemented.

" Chapter III describes several methods for selecting a minimal subset of an original

data set such that the maximum error variance is also minimized. As noted above,

Brodkin's method yields a distinct pattern of data points that have no correlation

with the areas of significant detail, Szidarovszky's methods presented in Chapter III

for selecting such a minimal data set should be tried to determine if they have the

same shortcoming.

* All of the minimization methods reviewed in Chapter III and-above use the error

variance as tliC measure of accuracy. As stated in the conclusions above, this does
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not ncessarily-correspondtoaccurayiitrms of petserviig specific details of the

terrain. 'However, an, alternate meth6d- of selecting a uj'nimal data-set. has been

implemented into krige but his not been evaluated. This method is similar to the

method oifselecting points with'the maximum error-variance, b'utit uses.the criteria

of sel6cting.pointsowitli, the maximum aetual eror beti'een their estimated afd real

values. Since actual error is not, solely dependent on 'distances, the points selected

would not necessarily fall into a pattern; therefore each pass must consider the entire

surface'to add just one point. This method would be more time-intensive but should

yield a pattern of elevation posts that exhibit more of the detail of the terrain surface

than the other methods considered. It is interesting to note that this method works

because of the inaccuracies of the kriging methods as noted above; data points are

added at positions where the kriged estimate exhibits these inaccuracies the most.

As this data set would not necessarily be aligned in a regular grid, two approaches

could be taken to create a terrain model: the first would be to extract a gridded data

set from this irregular data set using krige, although this would tend to smooth

the detail that one was attempting to preserve by building this minimal data set.

The second alternative is to implement a irregular triangular meshing algorithm as

referenced in Chapter 11; this should create a model with all the detail present in the

minimal data set.

Finally, a synthetic terrain model could easily be generated from sparse elevation

data laid out by hand and then kriged to a specific gird. This application of kriging

would avoid most of the problems encountered while kriging DTED data due to

the sparse nature of the original data used and the fact that this data by definition

reflects the significant details of the desired terrain surface.

0.3 Summary

This chapter presented the conclusions and recommendations based on this thesis

research effort. Based on the results in Chapter V, the overall conclusion is that kriging

as currently implemented does not reduce terrain elevation data well for terrain modeling

purposes, but modifications to the kriging methods as recommended above may provide
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improVements in the performance and,rfe-ults of this terrain modeling technique. Kriging,

needs to be explored further to determine if the methods implemented in this thesis or their,

niethods of application can h modified to produce acceptable polygonal terrain models.
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Appendix A. Development of Kriging-Equations,

An overview of the kriging equations are presented in thapter II. A more complete

development of these equations, as adapted from Journel (25), follow.

The intent of kriging is to provide a weighted-sum estimate Z*(so) of the spatial

property at an unknown position so using Eq.(A.1), which is a slightly modified version of

Eq (2.1):

Z*(so) = we + wIZ(ss) + w2Z(i.,) + w3Z(sa) +.., + vWZ(s )

= wo + wiz(s) (A.1)
5=1

where si, 0 < i < n, refers to n positions on the regionAslized variable where the value of

the spatial property is known; Z(s.) refers to the value of the spatial property at position

si; wi, 0 < i < n, are weights applied to the sampled values; and we is known as a shift

factor.

The weights w, in Eq (A.1) should be selected such that the estimator is the best

estimator according to some measure. Since little can be determined about the actual

estimation error Z(so) - Z*(so) without a foreknowledge of Z(so), kriging defines the best

estimator as the estimator with a zero error mean ps/ and the minimum error variance E2.

The error mean J'B is calculated as follows:

IE = E(Z(so) - Z'(so)

= E[Z(so)I - EIZ'(so)

= EIZ(so)I - E(wo + -j tZ(si)l

= E(Z(so)l - we - Zwu E[Z(s)!
'=1

= I-Wo-Ewill

A+,U - i i (A.2)
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To ensure this value equals zero no matter the value of p, the following conditions

must be true:
We= 0 (A.3)

Substituting into Eq (A.1), the resulting estimator for Z(so) is simply:
n

Z'(o) = , wjZ(s,) (A.4)
i=1

This equation is identical to Eq (2.1).

The condition that the weights sum to one, as shown in Eq (A.3), is traditionally

known as the unbiasedness condition. This condition requires that, "on average, the value

which is computed, should be equal to the real value, rather than systematically higher or

lower" (11:238).

In order to minimize the error variance, the actual error Z(so) - Z*(so), although

unknown, can be written using Eq (A.4) above:

Z(so)-Z'(8o) = Z(s0)-EWZ(8j) (A.5)
1=1

Using the notation of

0o =1 (A.6)

ai=-wl i=l,..,n

Eq (A.5) can be rewritten as:

Z(so) - zV(8o) = aoZ(so)- Z -z(s)

= aoZ(so) + ZaiZ(si)
i=!

= ,aiz(si) (A.7)
1=0

Using this equation, the error variance can be written as:

S= Var[Z(so) - Z(eso)]
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= 'Varj~aZ(s))
fi=

= EE aj-i (A.8)
i=Oj=O

where oi, =Cov[Z(s,), Z(s1)].

To minimize this equation, the partial derivatives with respect to each of the coeffi-

ients a;, 0 < i < n must be set to zero:

o- 0o, i= 1,...,n (A.9)

Since ao = 0 is known from above, the partial derivative with respect to this coefficient is

not taken; and since a, = -wi, 0 < i < n, the resulting equation is identical to Eq (2.4),

as shown below: 
O() 

(4
,( -) = -_ = 0 i= . .., (A .1)

Oni Ot:'. Owi

Using Eq (A.8), the partial derivatives of A- with respect to the coefficients a, are

of the form:

- = 25ajj;

= 2ao,o + 2 ajaij
i'=1

and substituting w= a,, 0 < i < n, and ao = 1:

0(a)
o -= 2 - u7 (A.11)

j=5

In order to minimize the error variance, these partial derivatives must be set to zero:

2a,o - 2 E wjai = 0
i=1

nE wia = ao (A.12)

j=A
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When this sum isexpanded for each w, a system of n equations with-n unknowns results.

When the unbiasedness condition of Eq (A 3) is included'in the system of equations, a

LaGrange multiplier A is added to sufficiently constrain the system (12:385). This entire

system of equations, originally provided in Eq (2.5), is shown below:

W1lall + W)2 0' 2  + + W,,cT1, + A = aio

WI 02 1 + W2 4722  + + W~2 + A = a2 o

WIOG31  + W2032  + + W.03. + 'A = 0'0(A.13)

+ ... + ..

W1'. + w72a,,2  + .. + Wn,1 on + A O= n

W1  + 502 + .+ W,,=

As shown in Chapter 11, this system of equations can he solved as a matrix equation

of the form:

Aw = II (A.14)

where A, w, and B refer to the following matrices:

Orl 0 22 ... a 1

A = : : 1. : :j(A.15)

0
'.1 

0
.n2 U,,,

1 1 **. 1 0j

W ,w2 ... w,, A] (A.16)

A



'1

BT _1 0'20 anO, 1 (A.17)

Theweights u'i are determined by:

w = A-B (A.18)

After the weights are calculated, Eq (A.4) can be used to calculate an estimate Z*(so) for

location s. Even though A is necessary in the system of equations, its value is unimportant

to the value of the estimate.

To determine the resulting error variance a of this estimate, Eq (A.8) ca., be further

decomposed as follows:

n n

7
B = E Eac~

i=0,/j0
n n n n

= aoo - ajaoi- aao+ ajajaq

i=oj>0 i>oj=o i,,j>

= coo-2 aio +E ,oa( (A.19)

Using Eq (A.12) and the fact that att = ag the error variance can be rewritten as:

na 2 Z a~oqo (A.20)

or, substituting the weights wi from Eq (A.6) back in:

S0 = - ,o (A.21)
1=1

This also results in a system of n equations with n unknowns similar to those resulting

from Eq (A.12). Once the unbiasedness condition and LaGrange multiplier are introduced,
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a system of equations are generated of the form:

O4 = GC
2

- wT (A.22)

where w andB are the same matrices as in Eqs (A.16) and (A.17) above.

In all cases above, it is assumed that or and aql for any i and j can be determined

from the variogram.
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Appendix-B. Terrain Elevation Distributions

B.1 'Distributions of Raw Terniin Elevation Data

The following pages show terrain elevation histograms from full-resolution DMA

DTED as taken from the DTED Evaluation'Cells listed in Chapter III. The latitude and

longitude of the southwest corner of the DTED cell used to build each histogram is provided

above the histogram. All histograms are shown on both normal and log-normal scales.

If a particular cell contains zero-elevation data, this data has been removed before the

histograms were generated; such data often covers a large portion of the cell and therefore

causes data at other elevations to be insignificant.
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'B.2 Distributions ofResidual TerrainElevation Data

The following pages show teriain elevation histograms from full-resolution DMA
IDTED as i;aken fromi the DTED Evaluation Cells listed in Chapter Ill. Global trend has

been removed from these cells with resid before the histograms were generated& The lati-

tude and longitude of the southwest corner of the DTED cell used to build each histogram

is provided above the histogram. All histograms are shown on both normal and log-normal

scales. Zero-elevation data has been retained in these histograms as it is impossible to such

data isolate after trend has been removed. The data has been shifted to be entirely above

zero in order to make the log-normal plots meaningful.

B-23



2, I'lll4ooo

320 N 800 W 32* N'80 0 W

1,2.06- .2+

$00000-

000 $ 0000002 1010

330 N78 0 W 330 N78*'W
1. T40 - - 1.4.+06.r- -

1.2.406-.. 1.2,406.]

$00.40000-

60000 60000
2000001 200001-

2 0000 0 0 0

33 0 N790 W 330 N790 W

50000-HS

0 s 00 IS 20 25 30 1 10 t00

330 N800 W 330 N80 0 W

00 005005 00 000-

3SO000-35000\
300000-30B.00



3N68'E 340,N68 0 E

00 00 20 00 00 20000 6 000000 000

0 0 0020 20 0000000000 500100 200

40000-'X 34'N77'
302,000 

3 ,0000-_________

20000 20i4

0 20 00 0 2M 20 200 100 o200

340 N7' 690N8'E
i0000-

0 000 2 002002$003000 00 10 lo 0 00 0

340 770W 30 N 70



340 *N79
0 W - 340 N,70W -W

1 00£ 0 00 4 0 0 7 ££ 0

34N8 0  400007 0

2 200Io

£ £0 0 £00o 0£0001

340 N 1060 WV 340 N 1060 W400 ~ - _

180000003$
1600 3 6000-1 00N1O7000W

0oom 10000400800000 0£00£0

20 0 4000£00£0£00000 0£000£00

2 100006

0 20 40 0 $0 1 1201 10 100



350'N 68 E 350-N,680 E r~ ~

60N7 0035N7 0 X
2.4.40 2.4 0

1000 4000

30 0 0 0 _ _ _ _ _

222020

low- I
012



350 N'780 W -35- N7 80 W
8000000-
1600I30000- _

1 D 0 0 0 0 0 0 80I 0 0

1 0 0 40 0 0 00 10 14 1 00 1

350 N80 0X 35 0 N800

o0 o10 100 30 0 200N 200 1 1 0 1000

350 N 790 W 350 N 890 W

120000201200007

10001- 1000A
90000- *00008



2 22

200000 - 2000 50N 20W

o .20000010000 .0070ro000001000 10l10 1000

-35
0 N $30 W 35 0 N83 0 W

00 0 0 20 20 000 1 0000 100

0000

00 4080#000040800 0 Oo 20

01 .11 Ii I . . ..J

0 0 400 800 3 00 200 100 2800 20 200 2000 1080

350 N8,10 350 38409



35000 N, 0 16W-106* W
22000-- 100000]

106 00000.

$00007 000004

60000-400004

200000 .0

350 N 1070 W 350 'N 1070 W.0ILLJJ 4001
500000

0 00 1000 1$00 2000 2M0 10 100 1000 100

360 N740 E360 N 740 E

$000- 43-30



360N 10 W0 36bN 76-W

1.2 +06. T-14+06-

60. 000.- 6000*+ -

02 0 210000

0 & -

0, 5 10 15 2 $ 2 30 3& 1 10 100

36 0 N77* W 36 N 770W

3000005305

0 2550. 10000045 0 14 I20 20

1.3 [09 00

4000



36*N-80* W 367N'80
0 

W

0 0 OI0100 200 2 00 0 400 40 10 000 000

36 0 N 81° W 36 N 81° W W

36 N 820 V 360 N820 W W

20000 000000

00 40 0 800 0000 0000 0400 0 00 00

B.32

i i n nmmu ul nnnmm unn uu o-



lb '

36' N 840 -W 360 N 84 0 W
6000 • 0000O

0 2D00 000 400 000 00800 000 I 10 100 1000 !

360 
N85

° 
W 36 0 N85 °0 W

40L0IL
00 :10020 1000-

00001" 00-

10000- 10000-

0- o

o 100 "0o 3W 40 M 60070 $00 900o 1o1, 00 1000

360 N 1060 W  360 N 1060W

0 400 1.00 1000 I0 2000 10 000 1000 10000

360N1070 3610N107

60000-

60 0 - , . .. | , . ,,, , ,. ,,

13-33

ii , 1 I I'l



360 N;118' W jN18,

00 00 0 700W0"20-00 000000 0 10 00

60000-9 0  "00079 0

4 0 00202000002004000 0000 200

30000- _ _ _ _0__00_ _

20000- 000

0 00 2000 2000 2000 2 000 300 2400 20 00 1 0000 1

360 N 110 WV 360 N 110 W

8000200 20000

70000 710034



360 N 122oW 360 N 1220 W

360 N 1230 W 3 0 N123°0 W

6 0000-

40000-0

?000000.0 00

_ _ 11
000 2002: 

;000 I0j

0 000 2 00 1 2000 2 0 20 00 10 100 1000 10000

13-35 '

360 N 20W30N13,



37
0 N74

° E 37
0 N740 E

600O070

40000- wo

- 300

120000- 000

0 00 1000 1500 2000 20 2 10 1000 1000

37
0 N 75

0 
E 37

0 
N 75

0 E

60000.ow

00 0 00100002000304000 0000200
370 N 1070 10

'00 1000 2 $00 2 300 0 3500 4000 10 100 000 10000

370 N 1060 IV 370 N 1060W

$ $20000-

2 40000=

0 2 0 I0 100 20 02000 2$00 10 200 2000 20000

370 N 1070 WV 370 N 1070 W

o- 0000 '

0, 0 ,, . ,, ,

B-36

//



+ il

40000

370 N 118 ° W 370 N+119°0 W

lro 
00 

,M O

00000- 20

0200400 200220240

00 500 2000 0100 2000 2000 10 100 2000 10000

370° N 1190 W 370 N 1190 WI 0¢0$0000

000 000 000 00 000 0000

4.3

20000 20000 - 3
°  

10

0 $00 3000 00 2000 00 3 5 4000 10 100 1000 low0

= 370 N 1200 W 370 N 1200 W *

010



37 0'N 1220 W" 370 N 122 W

0 00 4000o*0100-2010000
10000-0-

0140000¢

0 300t*70 0 o
12 

0 137 N
10 

1
00 

° 
100 100

370 N 1240 W 370 N 1240 W

00400; *8000

1*.4 0-1 10000-I
2100O-j 124000-

100000- 10000

$ 4000

6 000-:

0 20 40 00 00 100*20140 100 200 1 10 100 1000

380 N 124 W 380 N 350 E¢,.6.406-

0 00 0 *000 *00 2000 2000 2000 2000 *0 *00 *000 *0000

B.38 I 

3 5N



380 N360'E 380 N 360 E

0 0 00 00 00 2000 2500 10 00 000 0000

380N127E 38N1270 E

60 200 4000*0*0*0*0*oxo 0 *0 *0 00

38 0
N 1280

E 38 0
N1280

E

12 *2

0 0 0 0 0 * 0 0200 $ 00 * 00 *0

38° N 1040 'V 380 N 1040 WV

3000 
3000g bO 00 0 O OO IO

0000 0000-

0 $00 00 1*0 200 2,0 t 10 10 1000

B-39



38 °  105W 3i8 ° N 1056 W

2 0 00 000 100 100 2000 10 100 1000 10000

,380 
N1067 W 38 0 N106° W

1 60000€-

0 00 100 00 I00 3100 2000 10 100 1000 10000

380 N 1070 W 380 N 107 0 
W

38 N 1080 W 38° N 108 ° w

0 00 0 IO 1000 20 2200 10 100 1000 10000

B 40



390 
N 84

0 
W 39 0 

N 840 
V

000000-

000 80 100104100 6 0 10 10

390. ..N..IO4 ......

0 0 0 0 100 0 00 200 20 200 2 10 200 2000

390 N 85 0 
W 390 N 850 W

20000 4000 100002004000002000 20 0 2O000

Moo-I

0 T t 0 $ 0 100 120 10 0 1 00 10 100 1000

390 N 10,5° 
IV 390 N 10450 WV

000- 60000 -

0 310 00 150 no 20 0 "D 3001 100 1000

B-,4I

390 N 0 IV 39 IN 105 W



39' N 106 0 W 390 N 106 0 W~~0000- •' 00

0 00 0 100 1000 200 2000 10 100 1000 10000

1W390 N 107 W

390 N 1080 W 390 N 1080 W

0 0 1 00 1 200 2000 00 000 0 100 1000 0000,30 N I0,I° X 430 N 1040 W

0 10020. 0 00 00000 0000000 10 100 1000

B-42 
•

I I I C I I ii



43*
'N 

105? W 430 N 105 ° 
W

430 N110W 9000 43 0 N110W
'0000 80000

0 5 0 00 00 00 20 0 0 00 00 0000

4000000-0

200 40 0 0 P>00 2 0000-0 Ii:O

440 N 1050 W 430 N 1050 V

20- 23t 0 ¢ 10 00100000 0

B-43



44 0 "N1109-W 440 N10W

3000000

0 000 I000 1000 2000 2500 00 100, 1000 1000

440 N1110 W 44 0 N1110 W

00 2040000060060 4000 4 0060000600

30000-4



Appendix-C. Terrain Elevation Variograms

C.1 Variograms of the DTED Evaluation Cells

The following pages show directional experimental variograms and spherical var-

ogram models for the DTED Evaluation Cells listed in Chapter III. These variograms were

generated by varf it on non-residual terrain elevation data from these cells. The latitude

and longitude of the southwest corner of the DTEDcell used to generate each variogram

is provided above the variogram. Also indicated is tie angle at which the experimental

var am was generated (in degrees clockwise from north). The experimental variograms

are denoted by the stars (*), while the spherical variogram models are denoted by solid

lines.
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C.2' Variograms of the -Residuals from the DTED Evaluation, Cells

The following, pages show directi6nai experimental, variograms, andospherical vari-

ogram models for the DTED Evaluation Cells listed in Chapter Ill. These variograms were

generated by, vari it on residual terrain elevati6n data from these cells; the global trend

was removed using resid. The latitude and longitude of the southwest corner of the DTED

cell used to generate each variogram is provided above the variogram. Also indicated is

the angle at which the experimental variogram was generated-(in degrees clockwise from

north). The experimental variograms are denoted by the stars (*), while the spherical

variogram models are denoted by solid lines.
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C.3, Vari69niins for DTED Test Cells,

The following pages show directional experimental-variograms and spserical-vari
-

ogram models for the DTED Test Cells listed in Chapter V. These experimenital variograms

and variogram models were generated by vailit on residual terrain elevation data from

these cells; the global trend was removed using resid. The latitude and longitude of the

southwest corner of the DTED cell usedto generate each variogram isprovided above the

variogram. Also indicated is the angle at which.the expirirmental variogram was generated

(in degrees clockwise from north) and the equation for the spherical model fitted to the

experimental variogram by varf it. The experimental variograms are denoted by the stars

(*), while the spherical variogram models are denoted-by solid lines.
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C.4 Variograms for the, Partial DTED Cells Used in Chapter',V

The following are directional experimentalvariograms and spherical variogram mod-

els as generated by varfitIfrom the portions of the DTED Test Cells used in Chapter

V. The first partial cell-is from DTED TestCell #1 (36-20N x112'30'W to3630'N

xl12*40'W), while the second partial cell is fromDTED Test Cell #2 (380 20'N x120030'W
to 38030'N x 120040'W). These experiment'al variograms and wariogram models were gen-

erated by vaz-.,t on residual terrain elevation data from the partial cells; the global trend

was removed using resid. The latitude and longitude of the southwest corner of the DTED

cell from which each partial cell was taken is provided above the variogram. Also indicated

is the angle at which the experimental variogram was generated (in degrees clockwise from

north) and the equation: for the spherical model fitted to the experimental variogram by

varf it. The experimental variogramns are denoted by the stars (w), while the spherical

variogram models are denoted by solid lines.
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Appendix D. .pts File Format

The .pts file format was createdto facilitate the development, testing, and use of k

the terrain modeling pipelines described in this thesis. A .pts file is an ASCII file that

contains xyz tuples, where z represents the terrain elevation at a specific x, y position.

Each file also contains a header with control information for the various programs in the

modeling pipelines. These files are usually created by dted2pts based on DMA DTED

(see Chapter IV). The following sections describe the .pts file data and header formats in

greater detail.

D.1 .pts File Data

All data in a .pts file should be in the format of xyz tuples where x, y, and z are

floating point numbers. Each value in the tuple should be separated by white space (a

space, tab, or carriage return); commas are not allowed. The tuples themselves should

also be separated by white space. The tuples must immediately follow the end-of.-header

keyword described below; no additional control information must be embedded amongst

these tuples.

Most programs in the modeling pipelines expect these tuples to be regularly spaced

and to fall on the vertices of a regular grid as specified in the .pts file header. They

also expect the gridded tuples to be arranged in column.major order (the x values should

change more rapidly than the y values). The programs that require this gridded format will

differentiate between .pts files with gridded data and .pts files with irregularly spaced

data by the presence (or absence) of the keywords xpts, ypts, and pts in the header as

described below. It is important to note that z and y should not specify the row and

column of the corresponding gridded data point but should indicate the true x and y

position of the data point. Files with gridded data should specify xrange and yrange in

their header as described below so that the rows and columns corresponding to the xyz

tuples can be computed.
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D.a .pts File Header

The .pts file format uses a header to carry, general control information'between the

programs in the modeling'pipelines. Each piece of information in the .pts file header

consists of a keyword followed by one or more values. The characters in the keywords may

be in mixed upper and lower case. The programs in the terrain modeling pipelines will

ignore any unrecognized keyword and any values without preceding keywords that may

be in the header. Each keyword and every value associated with that keyword must be

followed by white space (a space, tab, or carriage return). This means that more than one

keyword-value pair can be placed on the same line or a keyword can be separated from

its associated value(s) by a carriage return. The keyword end-of.header indicates the

end of the control information; tM rest of the file is assumed to be data, whose format is

described above. The ordering of the information in the header, with the exception of the

end-of.header entry, is unimportant. No entry is required in the .pts file header with

the exception of end-of-header; however, it is recommended that at least a pts entry or

a xpts and ypt.; pair be used (see their descriptions below).

When using the modeling pipelines described in this thesis, most header entries are

placed in the .pts file header by dted2pts; this is the first program in the modeling

pipelines that creates a .pts file. Other header entries are added by the other programs

as they generate the information needed to complete them. Once a header entry is added,

all other programs in the modeling systems pass this entry on to their output .pts file

unchanged unless the particular program was designed to modify that entry.

The following are the acceptable entries in a .pts file header. In the following

descriptions, boldface words are keywords, i indicates an integer number, f indicates a

floating point number, and a forward-slash (/) between two entries signifies that one or

the other must be used.

pts i

This entry indicates the number of xyz tuples that follow the end.of-header keyword.

Most programs in the modeling pipelines recognize this entry as meaning that the

tuples are in an irregular order and are not gridded. The value associated with
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this keyword is used to read the proper'nuiiber of-tuplesfiomn'the pti.file and-to

allocate storage for these tuples. This entry should-nobt,b esed with the xpti and

ypts entries describedbelow.

xpt i. ypts ill

These entries, which should alwaysbe used 'together, indicate that the iyz tuples

that follow the eiid-of.header keyword are regularly.spaced on a i. x i. gridand are

ordered in column.major order. There should be a total of i. x ii tuples in the file.

The values i, and~iy are used to read the proper number of tuples froni the .pts file

and to allocate storage for these tuples. This entry should not be used with the pts

entry described above.

xrange fhi fxh yrange fV1 fih

These entries indicate the lowest and highest x and y values among all the xyz tuples

in the .pts file. These entries are required if the data is gridded to indicate the the

actual size of the grid and to.compute the grid row and column for each tuple.

xstep f, ystep fy

These entries indicate the distance between any two adjacent prAnts on the grid that is

defined by xpts, ypts, xrange, and yrange as described above. These entries tiould

only be used if the data is regularly grilded, i.e., xpts and ypts is also specified. The

step information provided by this entry is redundant since it can be cslculatc.l from

the other entries, but most programs in the modeling pipelines expect it anyhow,

originLat f, N/S originLong f, E/V

These entries indicate the latitude and longitude corresponding to the origin from

which all xyz tuples are based (x, y= 0,0). The longitude and latitude should be

specified in degrees; the fractional part of the floating point number does not represent

minutes or seconds. For gridded data generated by dted2pts, these latitude and

longitude entries always corresponds to the southwest corner of the grid. All programs

in the modeling pipelines assume that the x coordinate of any xyz tuple corresponds

with longitude, while the y coordinate corresponds with latitude.
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variograrnstep~f

This entry provides a stepsize for~use by varfit forcormputing varograms (see

Chapter IV). This stepsize is set by default to 1.0 in .ptsfiles created by dted2pts.

variogram-regularization-angle-f

This entry provides a iariogram regularization angle for use by varf it for computing

variograms (see ChapterIV). This entry should be in degrees. It is set by default to

1.0 in .pts files created by dted2pts.

variogram.-naxlag i

This entry prnwides a variograin maximum lag for use by varfit for computing

variograms (see Chapter IV). This maximum lag is set by default to 100 in .pts files

created by dted2pts.

trend.polynomial fo fs 12 f3 f4 fs

This entry is added by resid to provide the global trend polynomial coefficients to

rebuild so that the global trend extracted by resid can be replaced (see Chap-

ter IV). These values correspond to coefficients of a 2D quadratic polynomial of the

following form:

Afglobal = fo + h X+ f2Y + f3X&' + f4x2 + fMP2  (D.1)

sphericalcoefficients i fA fc fco f,

This entry is added by varf it to provide spherical variogram models to krige (see

Chapter IV). The integer i corresponds to the angle that the specific variogram was

generated. The next three values are coefficients of the spherical variogram model

as fitted to the experimental variogram generated by varfit. This model is of the

form: S h- I) + co if h < fA
-1(h) fo + fco if h fA a (D.2)

0 if h=0
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The value f, corresponds to a simple correlationof this modelto the experimental

varlogram as determined by varfit.

linebar.coefficients i fBO fBi fq

This entry is added by, varf it to provide linear variogram models to krige (see

Chapitei IV). The integer i corresponds to the angle that-the specific variogram was

generated. The next two values are coefficients of the linear variogram model as fitted

to the experimental variogram generated by varf it. This model is of the form:

7(I)fBoh + fB, (D.3)

The value f7 corresponds to a simple correlation of this model to the experimental

variegram as determined by varf it.

dewijsian.coefflcients i fB0 fBz fq

This entry is added by varf it to provide DeWijsian variogram models to krige (see

Chapter IV). The integer i corresponds to the angle that the specific variogram was

generated. The next two values are coefficients of the DeWijsian variogram nodel

as fitted to the experimental variogram generated by varfit. This model is of the

form:

7(h) = fBolin h + fl (D.4)

The value f4 corresponds to a simple correlation of this model to the experimental

variogram as determined by varf it.

lax i, lay iv

This entry provides IAX and IAY values to krige to define the kriging neighborhood

as described in Chapter IV. krige will also accept these parameters from its command

line. krige will write these M'alues to its~output .pts whether or not they were read

from the input .pts file in order to indicate the values it used for IAX and IAY. No,

other program in the modeling pipeline places these entries in the .pts file.
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minutes meters

These entries are'included'in .pts files created by dted2pts to document that-the

x and y units are arc minutes of latitude or longitude (approximately 1 nautical

mile), while the z units are meters. Although all programs in the modeling pipelines

pass these entries oit from their input .pts files to their output .pts files, they are

effectively ignored.

tolerance f

This entry is included in .pts files created by krige to document the tolerance used

while kriging; points whose separation is within this tolerance were considered as

being at the same location for the purpose of kriging (see Chapter IV). As this entry

is placed in an output .pts file by krige solely for documentation purposes, no

program in the modeling pipelines recognizes this entry in an input .pts file.

maximum.variance f largest.difference f

These entries are included in .pts files created by krige to document the maximum

error variance or largest difference used by krige while performing minimization

with respect to maximum error variance or largest difference (see Chapter IV). As

these entries are placed in an output .pts file by krige solely for documentation

purposes, no program in the modeling pipelines recognizes these entries in an input

.pts file.

end.of.header

This entry simply indicates the end of the header and the start of the xyz tuples. It

is the only mandatory entry in the header of the .pts file, and it must be the last

entry in the header.
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Appendix E. User'sManua1s

The following pages are Unix man pages for the various programs written during the

course of this thesis. More complete documentation-can be found in Chapter IV. As krige

was written by Brodkin (2), additional documentation for this program can be found there.
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CONECt(AFIT)' MISC. ,EFERENCE MANUAL PAGES- -CONNECT(AFIT)

NAME
N connect - creates database 'files for terrain model buildiiig.

SYNOPSIS
connect -o databasefile -geomfile -p tiP e f ( X -d

#divisions ] [ -i L/M/ ] [ -t t t2 t3t L4 F-s SY SZ ]

DESCRIPTION,
Connect creates the databaseand. link files, (collectively
known as the database files ) needed to create a terrain
,model to be used-byyST emr--uing the Graphical Database
Management System. '-These database files provide various
connectivity and level of detail information fora polygonal
terrain model. The primary purpose, of these'files is to
allow multiple polygonal 'descriptions in different AFIT
Geometry Files to be used together; either as different te-r-
r-iniTds - a large area or as different levels of resolu-
tion of the same grid.

Connect builds the database files in an incremental fashion.
ProviTed with the name of a .pts file and the AFIT Geometry
Files that were created from it-by pts2geo , =s program
adds the necessary information firo hese files into the
database files; the database files are created if they do
not already exist, The input .pts file is read from stdin
if not specified. The base name of the database files *ut

always be specified; these filenames are differentiated only
by their .lnk and .dbs extensions.

As the specified AFIT Geometry File names are simply added
to the database s Teit i-c- cking for their presence,
they do not need to exist until the database files are used
to render them. Also, connect writes the input .pts file to
stdout without modificationf (and only if) it was read
ro i"stdin These facts allow connect to be run before

Rts2 ni the Unix terrain modelingpipeline; this is
impotant since pts2qeo outputs AFIT Geometry Files instead
of ,pts files.

The terrain model being built by progressively adding new
grid squares is rearranged after each addition so that its
origin (x,y - 0,0) is always at the center of the entire
model.

OPTIONS
-o databasefile

T basTe-name of the database files to be built oradded to. This parameter is required.

-p ptsfle
T! game of the .pts file containing the terrain

Sun Release 4.0 Last change: 30 November 1991 1
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CONNECT(AFIT) MISC. REFERENCE MANUAL PAGES CONNECT(AFIT)

elevation ,data that'is to beused'to build,the terrain

models. If noi specified, this-file i's read from-stdin
and written unmodified to stdout in support of theU--I
terrain modeling pipeline.-

-9 ge mfilea
Specifies the name of the single AFIT Geometry File
created by pts2geo from-the specif=ed ts ie,'or-i
multiple AFIT Geometry Files, were created from this
specified_.P7tso ,E1 in it specifies the AFIT
Gjogetry File name format inthe same fashion as speci--
1iedpt s2geom when created.

AFIT Geometry Files that are different sizes cannot be
a-ed tote--sam-e-3atabase files.

This option must be identical to the -o option speci-
fied to pts2geom when using the modeling pipelines.

-d #divisions
Speci-fiMes the number of divisions that pts2geom made to
the gridded .pts file datawhen creating AFIT Geomer
Files. If this option is-omitted, it is assumed Hat
T is-ion of the terrain data was- performed.

AFIT Geometry Files that were built using connect with
a-iHMNYn uTir of divisions than file-s-tat are
already present in the database files cannot-be added.

This option must be identical to these same options
specified to pts2geom when using the modeling pipe-
lines.

-1 L/M/H
- Spicifies the level of detail (low, medium, or high)

that the terrain model being added to the database
files corresponds to. This information is simply
placed in the database files; it does not affect any-
thing else.

-t tl t2 t3 t4
S -IcT iW-s the distances that the renderer should tran-
sition between models, at different levels of detail.
The first two values, tl and t2, specify the distances
from the viewer between which the low and medium level
models are blended, while t3 and t4 specify the dis-
tances froe the viewer between which the medium'and
high level-models are blended. If omitted,'no transi-
tion distances are added to the database files and the
default transition distances of the rendering system
will be used.

Sun Release 4.0 Last change: 30,November 1991 2
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These values must match any transition distances
already a ded'to the database files.

-S SX, sY sZ
SpeC-ITies a scaling value to pass on to the' rendering
system. This scalingshould be applied tb all models
in the database files by the rendering system.

-h Prints help'page and exits.

SEE ALSO
tape2dted(AFIT), dted2pts(AFIT), resid(AFIT), varfit(AFIT),
krige(AFIT), rebuild(AFIT), partition(AFIT), pts2geom(AFIT),
tb(AFIT), pts(AFIT)

Duckett, Donald P., The Application of Statistical Estima-
tion Techniques To _Terrain Moeling , TTSTesis,
AI/GCE/ENG/9ID-O2, SchooT of-Engineering, Air Force Insti-
tute of Technology (AU), Wright-Paterson AFB OH, December
1991.

BUGS
No indication is given if connect is building a new set of
database files or adding to-existing ones. The user must
remember to first delete existing database files, before
rebuilding them.

Connect creates temporary files names temp.dbs and
temp.lnk. As unique temporary filenames arl not used each

Time connect is run, it is not advisable to invoke more
than one connect job at' one time in the same directory.

Sun Release 4.0 Last change: 30 November 1991 3
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NAE
dt'ed2pts - creates a .pts file fromvDMA DTED.

SYNOPSIS
dted2pts [ -i infile I [ -o outfile I I -g 4,ridsize -s
N-limits S-lim-tE-limitsW7- imi s ] [ zh

DESCRIPTION
Dted2pts restructures the data in a DMA DTED file (.dtl
TIiV-nto the .pts file format-for further manipulation by
other programs'tob ild a polygonal terrain model. The data
in the DTED file corresponding to the desired area will be
filtered by sampling to produce this terrain description.
The input file should be of the file format used on DTED
CD-ROMs; this format is also 'created by tp2dted from DMA
DTED 9 track tape. By default, input is read-from stdin and
output is written to stdout in support a Unix pipeline for
terrain modeling. The data written to the .pts file is reg-
ularly gridded and is arranged in column-major form.

This program currently only supports Level 1 DTED.

OPTIONS
-i infile

Specifies the input DTED file., If omitted, input is
read from stdin.

-o outfile
Sp-ecifies the output .pts file. If omitted, output is
written to stdout.

-g gridsize
"I ies the spacing at which to sample the DTED to

create the .pts file. This spacing should be specified
in arc minutes of longitude or latitude (one arc minute
of latitude - approximately one nautical mile). If data
does not exist at the desired resolution in the DTED
file, the desired spacing is reduced until it does
correspond with the DTED spacing;,if the desired spac-
ing is below the finest resolution available in the
DTED file, this minimum resolution will be used. For
convenience, d considers all DTED elevation
posts as separatea y0.05 arc minutes; DTED that does
not maintain this post spacing (such as that above 40
degrees north latitude and below 40 degrees south
latitude0, would be interpreted by dted2pts as if it
did.

-s N-limits S-limits E-limits W-limsits
Spec-iTis--t ra w-tin-the OTED file that will be
filtered and converted into the .Dts format. These
limits must be specified in degrees of longitude or

Sun Release 4.0 Last change: 30 November 1991
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latitude- (withdut any hemisphere desigCnator) and must
be specifie'd-in the order shovi _(_north, south, -east,
then west).. The fractional part of the limiting lati-
tudes' ad longitudes shiould be,-fractional degrees, not
arc minutes of latitude 'or longitude. The elevation
data within the desi ,red limit-s-must be'.entirely con-
tained-withi-njthe specified input DTED file.

-h Prints help-page and-exits.

SEE ALSO
tape2dted(AFIT), resld(AFIT), varfit(AFIT), krige(AFIT),
rebuild(AFIr), Ipartition(AFIT), connect(AFIT),
pts2geom(AFIT), tb(AFIT), pts(AFIT).

Duckitt, -Donald P., The Application of Statistical Estima-
iion Tech to Terrain - M-oeling -SFiTT
wr-/C/EG? 0,-~ooEngineering, Air Force Insti-

tute of Technology (AU), Wright-Paterson AFS OH, December
1991.

BUGS
As no hemisphere designator is allowed when the -s option is
used_ to specify~an area to be converted to the *Aformat,
the -s opti on will only work properly on DTED fil~es from the
Northern and Western Hemispheres.

Sun Release 4.0 Last change: 30 November 1991 2
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krige T estimates ele\ations onia regular grid based -on data
from~an input .pts-file.

SYNOPSIS
krige -i, infile 1 -1 -o outfile J;( -v variancefile I C -s
X'#Y, -(-m-TF--a n- l3-+ -hI ( +

DESCRIP+iON
Kr Le accepts as input.a suaidard .pts file 'that contains
sp erical variogram model' parameters- for both 0 and 90
degrees as generated by varfit. If this file is' not speci-
fied, input data isread rom stdin. This program can per-
form one of two basic functions: the _kriging estimation of
,elevations at positions not provided in the input .pts.file,
or the selection of a minimized'subset of elevation posts
that represents the enfire data set within a' specified larg-
est difference.

The estimation process is performed by estimating elevations
based on the sampled data and spherical variogram model
parameters provided through the input .'pts file. This input
data need not be gridded,,but the estimates are always made
at the vertices of a regular grid whose spacing is specified
by the user. If vertices from this new grid coincide with
points in the input .pts file, the elevation value at these
points are used- in place-of the estimates; otherwise the
kriging weighted sum estimator is used. The error variances
of the estimates can also be written to a separate .pts file
for additional analysis if desired. -

The minimization process mipimizes the data set by adding
points from the original data set at positions where'the
difference between the actual elevation and the kriged esti-
mate o, the elevation is maximum; this is continued until
this maximum di'fference is less than a given threshold
called the largest difference.

This program uses universal kriging with linear drift in
both of the above applications to estimate elevations at
unknown positions and to compute an error variance associ-
ated with any estimation. The neighborhood used during esti-
mation is defined by'the range of the spherical variogram
model; this range may be artificially constrained *as
described below to obtain quicker but less accurate esti-
mates. The linear and De Wijsian variogram models, although
provided in the .pts file by varfit, are not used by this
program.

The neighborhood size used by krige to estimate an elevation
can be artificially constrained to obtain a less then
optimal estimate where an optimal estimate would 'be either

Sun Release 4.0 Last change: 30 November 1991 1
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too time, and CPU, intensive; All elevation data in krige is
'stored',inbuckets c'drrespbnding to 'output grid, vertics and
these buckits_ are searched 'for. points that-may lie in a
estimated pcint's.neighbrhood by starting with, _the bucket
corresponding with that estimated point and working outward.
Kjgeallows the use'r to specify how,many steps outward this
bucket ' search may progress, but as a safeguard it automati-
cally limits the number of steps to, include not more than
250 points.

Geometric anisotropy is handled by kri e by sing an aniso-
tropy ratio. 'The x component ofth-distance between the
position with known value-and the position to le estimated
is -scaled byk - y-range/x-range'before using'the distance
to compute a- semi-variance or covariance. ' Krige simply
averages the two'sills to avoid the problem of zonal aniso-
tropy.

OPTIONS
-i infile

Specifies the input .pts file; defaults to stdin if not
specified.

-o outfile
Sp-e'ifies the output .pts file; defaults to stdout if
not specified.

-v variancefile
speciTies the .pts file to place error variance infor-
mation in. If not specified, no such file is created.

-s #X #Y
Specifies the grid resolution over which kriglng esti-
mates are made. This is a required parameter. This
parameter should not be used if minimizing.

-m If specified, minimization is performed. The -ld
option must also be specified in this case. Do NOT
specify the -s option when minimizing. -a n Reduce the
number of buckets search to determine point in a
specific neighborhood (rAX-and IAY) to a radius of 'n,
buckets around the estimated point. If n - 0, theR
only the bucket associated with the grid loc~tion being
eatimated is searched.

-Id n
Specifies the largest difference to allow when minimiz-
ing with respect to largest difference. Must be speci-
fied if minimizing (if the -m option is used).

-h Prints help page and exits.

Sun Release 4.0 Last change: 30 November 1991 2
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SE ALSO

tape2dted(AFIT)j dted2pts(AFIT), resid(AFIT), varfit(AFIT),
partition(AFIT);, ,' rebiaild(AFIT), coninect(AFIT),
pt's2geoi(AFIT), tb(AFIT),, pts(AFIT).

Duckett,,Donald P., The..Application of' Statistical Estima-
tion Teiues to Teri Neln rs iI
AFT/GCE/EN nginetr 2, Scho~oo _1 ng iiigAir .Force'Insti-
tute of Technology, (AU), Wr~ght-PatersonAFB OH, December
199 1.

BUGS
Krige requires enough memory to store all the terrain eleva-
tion data in the .pts file at one time. Some machines may
not be able to handle this without thrashing.

riealso solves for the kriging weights by solving a sys-
tem of equations by, matrix inversion. This inversion is
performed by LU decomposition and backsubstitutlon. How-
ever, this inversion is VERY slow on large matrices'that
result from large neighborhood or dense terrain data. Also,
it can be unstable for matrices with over 250 rows and
columns.

Sun Release 4.0 Last change: 30 November 1991 3
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NAME•
NAMEpartition -,partitions terraihodata in a- .pts file into

homogeneous rectan'gular, egions. - -

,SYNOPSIS
partition [ -i infile,'] -o outfile [F-s N I [ -g ] -h I

DESCRIPTION
To support theprogram kri e in the Unix terrain modeling
pipelines described, artItion attempts to handle zonal
anisotropy by partitiontng the-errain elevation data from
the input .pts file into multiple output .pts files contain-
ing elevation data homogeneous with respect to their average
elevation. The input . file must contain regularly-spaced
gridded 'terrain- elevaot-n data arranged in column;.major
order. Rectangular homogeneous regions are extracted from
,the input .pts file in the following fashion:

1. Sum the z values (elevations) over every row and-every column
of the gridded elevation data.

2. Reset the values of the rows/columns sums to
the average of the rows/columns sums within a window of
width N around that particular row/column.

3. Determine the median of the row sums and the column sums.

4. Label each row/column as to-whether its sum is higher or
lower-than the median.

5. Partition the data set along horizontal boundaries where
the row sums transition from above the median to 6elow
the median or from below thi median to above the
median. Create vertical boundaries in a similar
fashion with column sums.

If not-specified, the input is read from stdin. However,
each of the partitions are written to a separate output .ts
file and cannot be written to stdout. These files are name
according to a user-specified l-ename format.

As output cannot be written to stdout, this program, if
used, breaks the Unix terrain mod-eing pipelines; multiple
smaller pipelines may be re-started using each of the
resulting .pts files.

OPTIONS
-i infileSpeifies the input .pts file. If-not specified, input

is read from stdin.

-o outfile

Sun Release 4.0 Last change: 30 November 1991
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,Seci'fies",the format for, naming 'the, multiple' output
.pts' files'. ' 'This ' outfile' must, be,. of the 'form,
basename.'ext;, the multi 1e9p .t 'files "will, be

aedbai~m7 ~ f~ubBsenameuNx -?2oex- t, where N-
one'lesstan-totiTnumbe'r'of blocks resuting from'Th6
partitioning.

-s NSpecifies the window size N as'uged in step, 2 of the
algorithm above.

-g Specifies that a pattern of characters-are to printed
to stdout indicating the partitioning pattern resulting,
from-this program.

-h Prints 'help page and exits.

SEE ALSO
tape2dted(AFIT), drfed2pts(AFIT), resid(AFIT), varfit(AFiT),
'krige(AFIT), rebuild(AFIT), connect(AFIT), pts2geom(AFIT),
tb(AFIT), pts(AFIT).

Duckett, Donald P., The APpict ion of Statistical Estima-
tion Techiques to TeRain lig !MSX 1he-sis,
AFI_/GCE7ENGi/lD-O2 ,coloEniering, Air Force Insti-
tute of Technology (AU), Wright-Paterson AFB OH, December
1991.

BUGS
None known.

sun Release 4.0 Last change: 30 November 1991 2
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NAME

pts2geom 7 creates n,AFIT G File based on the ter-
-rain elevation data in7pffT-"e.

SYNOPSIS
pts2geom [ -i infile,] I -o outfile I ( -d tdivisions ) ( -s
x-scale ,!La I z-scale, [ -w-,'-h I j

DESCRIPTION
bts2gsm processes terrain elevation, data contained in a

9 fle and creates one6rmore AFITGeometry Files'con-
taining a polygonal terrain model5-seT ontn data.
Although' the .pts file~format allows for griddedorungrid-
ded data, pts2eom requires that the data in the input .pts
file be regularly gridded and arranged in column-major form.
The griddeddata is converted into a- regular triangular
poygon des ription of ,the terrain in the AFIT Geometr File
format with color and normal information- o canbuild one AFIT Geometry File from-a-.pts fileu t can

also sub-divTea terrai n de-iption' from. a single .pts
file into identically-sized grid squares, placing each in a
separate AFIT Geometry File. 'These grid squares can be
linked togeth erby-the-pogram connect to produce a large
terrain model that can be used with systems using the Graph-
ical, Database Management:System.

i is designed as part of a Unix pipeline for terrain
.5 Fg. Therefore, pts2geom reads'input data from stdin if
an input .pts file is not specified. However, out-put is
written to stdout only, if no grid- square division is
desired; otheYws-emultiple output AFIT Geometry Files are
created, one for each grid square, name accordance to a
user specified format. Since ts2 eom is designed to be run
as the last stage in the terra n modeling pipeline, not
writing to stdout does not break the pipeline.

By default, the color of any resulting polygon is a factor
of the Sz$-value of its highest vertex after 'scaling; alter-
nate triangular polygons are colored slightly different to
create an illusion of texture. Polygons are colored white
(rgb-(0.8, 0.8, 0.8) or rgb-(0.7, 0.7, 0.7)) if their
highest $z$-value is at or above 3000 units; polygons with
$z$-values between 0 and 3000units are colored dull green
(rgb-(0.62, 0.55, 0.0) or rgb-(0.7, 0.65,'0.0)); polygons
with a $z$-value at 0 units are colored blue (rgb-(0.2, 0.2,
0.8) or rgb-(0.2, 0.2, 0.7)); polygons with $z$-values below
0 units are colored brown (rgb-(0.7, 0.4, 0.2) or rgb-(0.7,
0,3, 0,2)). The -v option can be used to specify the use of
vertex colors.

AFIT Geometry Files built with pts2geom are always transi-
ftxonedso hatthe origin (x,y - 0,) is in the center of

Sun Rqlease 4.0 Last change: 30 November 1991
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the -grid s~uari contained within ~that file.

Opi~ i peifies theinput .ptsfile. If omitted, input is
read from stdin.

-o outfile

ITfies he-single- output 'AFIT'GeomettrX File or the
format fr naming mtultipl'eAFIT Geometry Files. Multi-
pie files are createdlwhefi e 7d opIon i, sed and
the number of divisions is,greater than~one. ',In this
case, outfile~must be 'of ' the form baseniame.ext) the
multiple output !filis WiilL be riaiiF~eii7S~enamie0.ext
through ba'sena'meN~ixt, whire.N -,one less than total
number oTbl51ockWs r~slting fi'm-the divisions.

if used in the modeling pipelines, this option must be
identical' to the -g option for the connectI program.

-d #divisions
Specifies-the number of divisions to make to the grid-
ded .pts fi-le data. If only-one division is specified,
pt2g~eomiacts as if this option was .6mitted. Yowever,
or aivlslons where -N>l,,the gridded data is divided
int&Nequally sized-gid sqiuares (N divisions in the

x direcion and -N 'divisi ons'in the y direction) and

each grjsqu are is processed separately and-placcd into
its own AFIT Geometry rile as described above, If this
option i~omitte a,no Uivision'of the terrain data is

* This-option must be the same as the -d £.ption specified
for connect when using the terrain modeling-pipelInes.

-s x-acale X-ecale z-scale
Tp-eTfies the icalin4 factor to apply to. the x, y and z
values in the *pts file before creating the AFIT
Geometry File(s). If-omitted, all scaling defaults-to

-v Specifies to use vertex colors instead of polygon
colors. Default is to use polygon colors. If-this
olpticn is specifiedi a color is applied to each polygon
vertex with. the expectation that the rendering system
will blend the 'colors across the polygon surfaces. A
vertex As -colored' white (rgb-C0.9,0.9,0.9)) if their
z-value l's above 3000 units, blue (rab-(0.2,0.,2,0,7))
if its z-value is zero units, and brown
(rgb_-(0.7,0.4,0.l)) if its i value is below zero units.
If the vertex's elevation falls between zero-and 3000
units, the -coloe is determined *by 'the following
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'formula:

red? - 0.9*(z/3000). 't

green !-0.34+0.6*(z/3000)**2

blue - 0;9*(z/30600)**3

A-random number between' 0.0 anid 0.1 i's added to each
color component to provide some texture.

-h Prints help page and exits.

SEE ALSO
tape2dted(AFIT),,dted2pts(AFIT), resid(AFIT), varfit(AFIT),
krige(AFIT), rebuild(AFIT), partition(AFIT),, connect(AFIT),
tb(AVI'T), pts(AFIT).

Duckett, Donald P., The Applicatioi of, Statistical Estima-
tion 'Techniues to Terra!n ModelingU , NSThss
XFI/CE___/T_-2 School of Engin-eering, Air Force insti-
tute of Technolo~gy (AU), Wright-Paterson AFB OH, December
1991.

BUGS
None~ nown.
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rebuild - replaces,,global trend extracted by resid from ter-
rain elevation data in a .pts file.

SYNOPSISrebuild ( -i infile I [ -o outfile I -h I

DESCRIPTION
Rebuild is used in conjunction with krige andresid in the
U0i7x errain modeling pipelines to at the,, -"r'rineleva-tion data used to produce kriged estimates are globally sta-
tionary. This program adds global trend, that has been
removed, by resid back to residual terrain elevation data.
The coeffic-TWn from a two-dimensional second-6rder polyno.
mial is read from the input .pts file heade:and are added i
back to the elevation data In that .pts file. The second,
order polynomial used is of the form:

M - a0 + a l*x + a_2*y + a_3*x*y + a 4*x**2 + a_5*y**2

The trend polynomial coefficients are reset to zero before
being written back to the header of the output .pts file.

If rebuild is run on a .pts file with no global trend infor-
mation-in its header, no cnanges are made to the data in the
.pts file.

In support of the Unix pipeline, input is read from stdin if
no input .pts file is specified, and output is written to
stdout if no output .pts file is specified.

OPTIONS
-i infile

Seifies the input .pts file. If not specified, input
is read frcm stdin.

-o outfile
-Yeifies the output .pts file. If not specified, out-
put is written to stdout.

-h Prints help page and exits.

SEE ALSO
tape2dted(AFIT), dted2pts(AFIT), resid(AFIT), varfit(AFIT),
krige(AFIT), partition(AFIT), connect(AFIT), pts2geom(AFIT),
tb(AFIT), pts(AFIT).

Duckett, Donald P., The Application of Statistical Estima-
tion Techniques to Terrain Maeling , MS Thesis,
AFT/GCE/ENG/§ D-02,-School of Engineering, Air Force Insti-
tute of Technology (AU), Wright-Paterson AFB OH, December
1991.
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BUGS
None known.

Sun Release 4.0 Last change: 30 November 1991 2



'RESID(AFIT) MISC. REFERENCEMANUAL PAGES iESIDiAFIT)

,NAME
resoid - removes global trend from terrain elevation data in

a .pts file.

SYNOPSIS
resid I -i 'infile I [ -6,outfile ] C -p-polynomialfile I
-h.

DESCRIPTION
Resid is used in conjunction with kriqe and rebuild to
insure that the terrain- elevationL a used to produce
kriged estimates is globally stationary. This program
accepts terrain elevationdata from a opts file and extracts
global trend by fitting a two-dimensiona--second-order poly-
nomial to the data' using least-squares regression. The
second order polynomial used is of the form:'

M - a 0 + a l*x + a_2*y'.+ a_3*x*y + a.*x*i2 + a5*y*2

This polynomial is subtracted from the elevation data before
this data is written back out toothe output .s p file. The
coefficients of the polynomial fitted to thea ta are writ-
ten-to the header of the output . ps file; rebuild later
uses this information to add, PtTbpolynomia1 bacR to the
kriged elevation data.

In support of the, Unix pipeline' input is read from stdin if
no input .pts, file is specified, and output is written to
stdout if no output opts file is specified.

Because of the computational cost of fitting a second-order
polynomial to a large data set, a pre-determined polynomial
may be extracted from the data instead. In this case a
second .pts file should be specified with the -p option.
This seco-file should already contain polynomial trend
coefficients in its header information. It is this polyno-
mial that is extracted from the data contained in the first
pts file; no polynomial fitting to the input data is actu-
a peiformed. The coefficients in the header of the
second file could be placed, there by hand, but the expecta-
tion is that this second data set is a filtered version of
the first (created by specifying a larger gridsize when run-
ning dted2pts) that has already been processed by resid.

OPTIONS
-i infile

Specifies the input .pts file. If not specified, input
is read from stdin.

-o outfile
Spepeifies the output .pts file. If not specified, out-
put is written to stdout.
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-p p fomifl *p. file with -an already-fitted trd
polynomial to be, extracted from the elevation data in
the input'.?ts file. If omitted,' a-global tiend poly-
nomial is fitted tothe datalin the input .pts file.

-h Prints help page-and exits.

SEE ALSO
tape2dted(AFIT), dted2pts(AFIT), varfit(AFIT), krlge(AFIT),
rebuild(AFIT), partitionCAFIT), connect(AFIT),
pts2geom(AFIT), tb(AFIT),,pts(AFIT).

Duckett, Donald P., The Appct ion of Statistical Estima-
tion Techn iques MTRn Modeling , MS Thesis,
AI/f/A7 02 c of-_orEngineer n , Air*Force Insti-

tute of Technology (AU), Wright-Paterson AFS OH, December

BUSNone known.
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NAMEtape2dted- -reads DMA-,DTED.9 track-tape and produces DTED

files in'the, DMA DTED CD-ROM format.
i SYNOPSIS

tape2dted i i t ' I -o outfile 1- -1 Lat
Lat-Nemisphere'Long-Long-Hemisphere I T_- T"[-h ], -

DESCRIPTION
Tae2dted,'reads DTED from in Unix device'such as a 9-track
ape rive and produces a binary-data file of the next'DTED

file read from that device. T'ae2dted creates output files
in the DTED CD-ROM file format (.dtl files), which are read-
able by the next program in 'the te'Fain model pipelines,
dted2pts.- ligpeins

Tape2't d assumes that the tape contains binary DTED files
foii atid as 'specified by DMA; each file should contain
gridded terrain elevation data for a 1 degree by 1 degree
DTED cell. This program reads the next such file encoun-
tered from the current tape position and writes the eleva-
tion information to the specified output .dtl file (or to
stdout in the .dtl file format if no output -.tl file is
speci ied). Alt-nately, it can be instructed t---read every
file from the current tape position to the end of the tape;
in this case the output' is written to .dtl files with
pre-determined names based on their latitude ain- longitude.
As this later case 'creates multiple output files, it breaks
the terrain modeling pipelines.

OPTIONS
-i tap!e2a

Scies the Unix device name to read the DTED files
from. Defaults to /dev/nrmtlh.

-o outfile
!T fies the output .dtl file. Defaults to stdout.
Ignored if the -a option-is used.

-l Lat Lat-Hemisphere Long Long-Hemi here
-if-e Tcif-id7, the a be on next DTED file on the

tape device is compared to this latitude and longitude
(DTED files are labeled by the latitude and longitude
of their southwest corners). If the next file does not
match, the program exits with an exit code of 2.- This
is the only case when an exit code of 2 is used in this
program. This is useful in a shell script to loop
until the proper file is found on the tape; the exit
'code is 0 when the file is found.

-a Specifies that every file on the DTED tape from the
current should be read and written to a separate dtl
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file. The files are named with the following formati

aXXbYYY.dtl, where a is either n or s Ireferring to the
noritern6-? southern-hemisphere,7XX isi the latitude in
whole "dePgrees. (always'two digitsT, b is either e or w
referring to the eastern or-western hemiisphere, ,a~d YYY
is the longitude in whole degrees (always three
digits). The -o option is ignored in this case, and
nothing is written to stdolit.

-h Prints help page and exits.

SEE ALSO
dted2pts(AFIT), resid(AFIT), varfit(AFIT), krige(AFIT),
partition(AFIT), rebuild(AFIT), connect(AFIT),
pts2geOM(AFIT)., tb(AFIT), pts(AFIT).

Duckett, Donald P., The Application of Statis-tical Estima-
tion Techiues 70 Terrain m-63eln , MS 9 ess
KFI-/GCE/ENG/91D-02,"SchooTlof Engineering, Air Force Insti-

tute of Technology (AU), Wright-Paterson AFB OH, December
1991.

BUGS
None known.
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NAME:varfit - generates a semivari6gram 5aed on the.terrain data
in a .pts file.

SYNOPSIS
varfit [ -i infil e) ['-o outfile ) I -p 2ltile ]C-vv r io ram11_7 _ f=a _-_,a ij , -le-'' '
;Fiorm stepsize.i]- -h -

DESCRIPTION
Varfit generates directional experimental variograss and
vargram model parameters based 66 data read from the
specified input .pts file to support the program. kriqe and
the -terrain modling pipelines. Varfit, can generate
variograms-for either regularly griddedaand irregularly
spaced data. Experimental variograms are generated for both
the northerly (0degrees) and easterly (90 degrees)" direc-
tions unless otherwise specified. If a variogram at a dif-
ferent direction is desired, only the-single specific direc-
tional variogram specified is generated.

Varfit fits linear, De Wijsian, and spherical variogram
models to the resulting experimental variograms using a
least-squares regression method. The coefficients of these
models are written to the header of the output .pts file.
The angle that each particular variogram model is generated
from and a simple correlation signifying how well each par-
ticular model fitted the experimental variogram are also
written to the .pts file header. The remaining elevation
data from the input .pts file is simply copied to the output
.pts file for later use by kriqe. If no input .p file is
specified, the ihput is read 1?rm-stdin; if no opsut .pts
file is specified, output is writteF-' stdout.

It should be noted that, even though three different models
are fitted to the data, krige only uses the spherical models
generated at 0 and 90 degrees to perform the desired estima-
tions.

In addition to the output .pts file, varfit optionally pro-
duces a descriptive variogram file coWn~ning a listing of
the experimental variograms and the variogram models gen-
erated, along with other information from the variogram fit-
ting process. A plot file is also produced if desired; this
file simply contains the x, y pairs plotting the experimen-
tal variogram.

OPTIONS
-i infile

pifies the input .pts file; defaults to stdin if not
specified.
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-S"Ches-the oiutpu ts 2Aile; defaults to stdout if
not specified.

-ltile iesthe Aiie,,of the file ,to place the variogram
-xY 4data iito -for late'r plotting,'by another program.
If not specified,, no plot file is created.

-v variogramfile
Specifes' the name~of the variogram file where descrip,-
tive information c3ncerning, the vaiiograms generated
from the data is written. If not specified, 'no
variogram file is created.'

-a vario rma n
Sp ifie PawF angle at which to generate the experimen-
,tal variogram. if specified, this is the only angle
used. if not secified,,variograms are generated for 0
and 90 degrees. 'This entry shoul d be specified in
degrees clockwise from north.

-s vaiga sesz
Toqattytedt in the .pts file, varfit considers
all distances within, this st-psize tFo b'e the same.
This effectively groups all pairs of points into
discrete buckets. This stepsize defaults to 1 if not
specified.

-h Prints help page and exits.

SEE ALSO
tape2dted(AFITI, dted2pts(AFIT), resid(AFIT), krige(AI'IT),
partition(AFIT) rebuild(AFIT), connect(AFIT),
pts2geom(AFIT), tb(AFIT), pts(AFIT).

Duckett, Donald P., The Appiaion of Statistical Estima-.
tion Techiues to Tern ?1elin i hss
AFi'r/GC-E-/ENG-/ D-02,-SchooT-of Engineering, Air Force insti-
tute 'of Technology (AU), Wright-Paterson AFB OH, December
1991.

BUGS
None known.
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